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Chapter 1 Introduction

1. Introduction

C# isasmple, modern, object oriented, and type-safe programming language derived from C and C++. C#
(pronounced “C sharp”) isfirmly planted in the C and C++ family tree of languages, and will immediately be
familiar to C and C++ programmers. C# aims to combine the high productivity of Visua Basic and the raw
power of C++.

C# isprovided as a part of Microsoft Visual Studio 7.0. In addition to C#, Visua Studio supports Visua Basic,
Visua C++, and the scripting languages VB Script and JScript. All of these languages provide access to the Next
Generation Windows Services (NWGS) platform, which includes a common execution engine and arich class
library. The .NET software development kit defines a”Common Language Subset” (CLS), a sort of lingua
franca that ensures seamless interoperability between CL S-compliant languages and class libraries. For C#
developers, this means that even though C# is a new language, it has complete access to the samerich class
libraries that are used by seasoned tools such as Visual Basic and Visua C++. C# itsdlf does not include a class
library.

The rest of this chapter describes the essential features of the language. While later chapters describe rules and
exceptions in a detail-oriented and sometimes mathematical manner, this chapter strives for clarity and brevity at
the expense of completeness. The intent is to provide the reader with an introduction to the language that will
facilitate the writing of early programs and the reading of later chapters.

1.1 Hello, world
The canonical “Hello, world” program can be written in C# as follows:

using System;

class Hello

static void Main() {
Console.WriteLine(""Hello, world™);

) }
The default file extension for C# programsis . cs, asin hello.cs. Such a program can be compiled with the
command line directive

csc hello.cs
which produces an executable program named hel lo.exe. The output of the program is:

Hello, world
Close examination of this program is illuminating:

Theusing System; directive references a namespace caled System that is provided by the .NET
runtime. This namespace contains the Console class referred to in the Main method. Namespaces
provide a hierarchical means of organizing the elements of aclass library. A “using” directive enables
unqualified use of the members of a namespace. The “Hello, world” program uses
Console.WriteLine asashorthand for System.Console.WriteLine. What do these identifiers
denote? System isanamespace, Console isaclass defined in that namespace, and WriteLine isa
static method defined on that class.

The Main function is a static member of the class Hel 1o. Functions and variables are not supported at
the global level; such elements are always contained within type declarations (e.g., class and struct
declarations).
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The “Hello, world” output is produced through the use of a class library. C# does not itself provide a
class library. Instead, C# uses a common class library that is also used by other languages such as Visual
Basic and Visual C++.

For C and C++ developers, it isinteresting to note a few things that do not appear in the “Hello, world”
program.

The program does not use either “: =" or “->" operators. The“: :” isnot an operator in C# at al, and
the “~>" operator is used in only asmall fraction of C# programs. C# programs use “.” as a separator in
compound names such as Console.WriteLine.

The program does not contain forward declarations. Forward declarations are never needed in C#
programs, as declaration order is not significant.

The program does not use #include to import program text. Dependencies between programs are
handled symbolically rather than with program text. This system eliminates barriers between programs
written in different languages. For example, the Console class could be written in C# or in some other
language.

1.2 Automatic memory management

Manual memory management requires devel opers to manage the allocation and de-allocation of blocks of
memory. Manual memory management is both time consuming and difficult. C# provides automatic memory
management so that devel opers are freed from this burdensome task. In the vast majority of cases, this automatic
memory management increases code quality and enhances developer productivity without negatively impacting
either expressiveness or performance.

The example
using System;
public class Stack

{

private Node first = null;

public bool Empty {

get {
return (first == null);
}

}

public object Pop() {
if (First == null)
throw new Exception('Can®"t Pop from an empty Stack.™);
else {
object temp = First.Value;
first = first_Next;
return temp;

}
}

public void Push(object 0) {
first = new Node(o, First);

}

class Node

public Node Next;
public object Value;
public Node(object value): this(value, null) {}

2 Copyright O Microsoft Corporation 1999-2000. All Rights Reserved.



Chapter 1 Introduction

public Node(object value, Node next) {
Next = next;
Value = value;

}
}
}

shows a Stack class implemented as alinked list of Node instances. Node instances are created in the Push
method and are garbage collected when no longer needed. A Node instance becomes dligible for garbage
collection when it is no longer possible for any code to access it. For instance, when an item is removed from
the Stack, the associated Node instance becomes eligible for garbage collection.

The example

class Test

static void Main(Q {
Stack s = new Stack();
for (int i = 0; i < 10; i++)
s.Push(i);

while (Is.Empty)
Console.WriteLine(s.Pop());
b

}

shows atest program that uses the Stack class. A Stack is created and initialized with 10 elements, and then
assigned the value nul 1. Once the variable s is assigned null, the Stack and the associated 10 Node instances
become dligible for garbage collection. The garbage collector is permitted to clean up immediately, but is not
required to do so.

For developers who are generally content with automatic memory management but sometimes need fine-grained
control or that extraiota of performance, C# provides the ability to write “unsafe’ code. Such code can deal
directly with pointer types, and fix objectsto temporarily prevent the garbage collector from moving them. This
“unsafe’ code feature isin fact “ safe” feature from the perspective of both developers and users. Unsafe code
must be clearly marked in the code with the modifier unsafe, so devel opers can't possibly use unsafe features
accidentally, and the C# compiler and the execution engine work together to ensure that unsafe code cannot
masguerade as safe code.

The example
using System;

class Test

t unsafe static void WriteLocations(byte[] arr) {
fixed (byte *p_arr = arr) {
byte *p_elem = p_arr;
for (int i = 0; 1 < arr.Length; i++) {
byte value = *p_elem;
string addr = int. Format((lnt) p_elem, "X")'
Console._WriteLine("arr[{0}] at Ox{1} is {2}", i, addr, value);
p_elem++;
}
}
}
static void Main() {
byte[] arr = new byte[] {1, 2, 3, 4, 5};
WriteLocations(arr);
}
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shows an unsafe method named WriteLocations that fixes an array instance and uses pointer manipulation to
iterate over the elements and write out the index, vaue, and location of each. One possible output of the
programiis:
arr[0] at Ox8E0360 is
arr[1] at Ox8E0361 is
arr[2] at Ox8E0362 is

arr[3] at Ox8E0363 is
arr[4] at Ox8E0364 is

but of course the exact memory locations are subject to change.

GrWNE

1.3 Types

C# supports two major kinds of types: value types and reference types. Value types include simple types (e.g.,
char, int, and float), enum types, and struct types. Reference types include class types, interface types,
delegate types, and array types.

Value types differ from reference typesin that variables of the vaue types directly contain their data, whereas
variables of the reference types store references to objects. With reference types, it is possible for two variables
to reference the same object, and thus possible for operations on one variable to affect the object referenced by
the other variable. With value types, the variables each have their own copy of the data, and it is not possible for
operations on one to affect the other.

The example
using System;
class Classl

public int Value = 0O;

class Test

static void Main() {
int vall = 0;
int val2 = vall;
val2 = 123;

Classl refl new Classl();
Classl ref2 refl;
ref2_Value = 123;

Console._WriteLine(""'Values: {0}, {1}", vall, val2);
Console_WriteLine("Refs: {0}, {1}", refl._Value, ref2_Value);

}
}

shows this difference. The output of the program is

Values: 0, 123
Refs: 123, 123

The assignment to the local variable val1 does not impact the local variable val2 because both loca variables
are of avalue type (int) and each locd variable of avalue type hasits own storage. In contrast, the assignment
ref2_value = 123; affectsthe object that both ref1 and ref2 reference.

Developers can define new value types through enum and struct declarations, and can define new reference
types viaclass, interface, and delegate declarations. The example

using System;
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public enum Color

Red, Blue, Green

}
public struct Point
{
public int x, y;
}
public interface IBase
{
void FQ);
}
public interface IDerived: IBase
{
void GQO;
}
public class A
{
protected void HQO {
Console.WriteLine("A.H");
}
}

public class B: A, IDerived

public void FQ) {
Console.WriteLine(""B.F, implementation of IDerived.F");

public void GO {
Console.WriteLine("'B.G, implementation of IDerived.G");

}
public delegate void EmptyDelegate();

shows an example or two for each kind of type declaration. Later sections describe type declarations in greater
detail.

1.4 Predefined types

C# provides a set of predefined types, most of which will be familiar to C and C++ developers.

The predefined reference types are object and string. Thetype object isthe ultimate base type of al other
types.

The predefined value types include signed and unsigned integral types, floating point types, and the types bool,
char, and decimal. The signed integral types are sbyte, short, int, and long; the unsigned integral types
are byte, ushort, uint, and ulong; and the floating point types are float and double.

The bool type is used to represent boolean values: values that are either true or false. The inclusion of bool
makes it easier for developers to write self-documenting code, and aso helps eliminate the all-too-common C++

coding error in which a devel oper mistakenly uses “=" when “==" should have been used. In C#, the example
inti = .._;
F(1):
if (i = 0) // Bug: the test should be (i == 0)
GO:;

isinvalid because the expression i = 0 isof type int, and if statements require an expression of type bool.
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The char typeis used to represent Unicode characters. A variable of type char represents asingle 16-bit
Unicode character.

The decimal type is appropriate for calculations in which rounding errors are unacceptable. Common examples
include financial calculations such as tax computations and currency conversions. The decimal type provides
28 significant digits.

The table below lists each of the predefined types, and provides examples of each.

Type Description Examples
object | The ultimate base type of all other types object o = new Stack();
string String type; a string is a sequence of Unicode string s = "Hello";
characters
sbyte 8-bit signed integral type sbyte val = 12;
short 16-bit signed integral type short val = 12;
int 32-bit signed integra type int val = 12;
long 64-bit signed integral type :828 xg:% = %iL
byte 8-bit unsigned integral type E)};tg x:: % - %4210;
ushort 16-bit unsigned integral type Hgﬂgﬁ xg:% - %iu
uint 32-bit unsigned integral type 3:2% xg:% - %iu
ulong 64-bit unsigned integral type ulong vall = 12;
Slong vals = seL:
ulong val4 = 78UL;
float Single-precision floating point type float value = 1.23F;
double | Double-precision floating point type ggﬂg:g x::% - 411:220;
bool Boolean type; abool valueis either true or false bool value = true;
char Character type; achar valueisaUnicode character | char value = “h*;
decimal | Precise decimal type with 28 significant digits decimal value = 1.23M;

Each of the predefined types is shorthand for a system-provided type. For example, the keyword int is
shorthand for a struct named System. Int32. The two names can be used interchangeably, though it is
considered good style to use the keyword rather than the complete system type name.

Predefined value types such as int are treated specialy in afew ways but are for the most part treated exactly
like other structs. The special treatment that these types receive includes literal support and efficient code
generation. C# s operator overloading feature enables developers to define types that behave like the predefined
value types. For instance, aDigit struct that supports the same mathematical operations as the predefined
integral types, and that conversion to and from these types.

using System;
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struct Digit
{---}

class Test

static void TestInt() {

int a = 1;
intb = 2;
int c = a + b;
Console.WriteLine(c);
}
static void TestDigit() {
Digit a = (Digit) 1;
Digit b = (Digit) 2;
Digit ¢c = a + b;

Console._WriteLine(c);

static void Main(Q) {
TestInt();
TestDigit();

}
}

1.5 Array types
Arraysin C# may be single-dimensiona or multi-dimensiona. Both “rectangular” and “jagged” arrays are
supported.
Single-dimensional arrays are the most common type, so thisis a good starting point. The example
using System;

class Test

static void Main(Q) {
int[] arr = new int[5];
for (int i = 0; 1 < arr.Length; i++)
arr[i] =1 * i;
for (int i = 0; 1 < arr.Length; i++)
Console._WriteLine(Tarr[{0}]1 = {1}, i, arr[i]);
}
}

creates asingle-dimensiona array of int values, initializes the array elements, and then prints each of them out.
The program output is:

arr[0] =0
arr[1l] = 1
arr[2] = 4
arr[3] = 9
arr[4] = 16

The type int[] used in the previous example is an array type. Array types are written using a non-array-type
followed by one or more rank specifiers. The example

class Test

static void Main(Q {

int[] al; // single-dimensional array of iInt
int[,] a2; // 2-dimensional array of int
int[,,] a3; // 3-dimensional array of int
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int[][1] j2; // "jagged" array: array of (array of int)
int[111L1 13; // array of (array of (array of int))

}
shows avariety of local variable declarations that use array types with int asthe element type.

Arrays are reference types, and so the declaration of an array variable merely sets aside space for the reference
to the array. Array instances are actually created via array initializers and array creation expressions. The
example

class Test

{
static void Main(Q) {
int[] a1l = new int[] {1, 2, 3};
int[,] a2 = new int[,] {{1, 2, 3}, {4, 5, 6}};
int[,,] a3 = new int[10, 20, 30];
int[][1 j2 = new int[3][];
J2[0] = new int[] {1, 2, 3};
J2[1] = new int[] {1, 2, 3, 4, 5, 6};
y J2[2] = new Iint[] {1, 2, 3, 4, 5, 6, 7, 8, 9};
}

shows a variety of array creation expressions. The variables a1, a2 and a3 denote rectangular arrays, and the
variable j2 denotes ajagged array. It should be no surprise that these terms are based on the shapes of the
arrays. Rectangular arrays always have a rectangular shape. Given the length of each dimension of the array, its
rectangular shape is clear. For example, the length of a3’s three dimensions are 10, 20, and 30 respectively, and
it is easy to see that this array contains 10*20*30 elements.

In contrast, the variable j2 denotes a“jagged” array, or an “array of arrays’. Specifically, j2 denotes an array of
an array of int, or asingle-dimensiona array of type int[]. Each of these int[] variables can be initiaized
individualy, and this alows the array to take on ajagged shape. The example gives each of the int[] arraysa
different length. Specifically, the length of j2[0] is 3, thelength of j2[1] is 6, and the length of j2[2] is9.

It isimportant to note that the element type and number of dimensions are part of an array’ stype, but that the
length of each dimension is not part of the array’ s type. This split is made clear in the language syntax, as the

length of each dimension is specified in the array creation expression rather than in the array type. For instance
the declaration

int[,,] a3 = new int[10, 20, 30];
has an array type of int[, ,] and an array creation expression of new int[10, 20, 30].

For local variable and field declarations, a shorthand form is permitted so that it is not necessary to re-state the
array type. For instance, the example

int[] al = new int[] {1, 2, 3};
can be shortened to

int[] a1l = {1, 2, 3};
without any change in program semantics.

It isimportant to note that the context in which an array initializer such as {1, 2, 3} isused determinesthe
type of the array being initidized. The example
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class Test

static void Main(Q) {
short[] a = {1, 2, 3};
int[] b = {1, 2, 3};
long[] c = {1, 2, 3};

}
}

shows that the same array initializer can be used for severa different array types. Because context is required to
determine the type of an array initializer, it is not possible to use an array initidizer in an expression context.
The example

class Test

static void F(int[] arr) {}

static void Main(Q) {
F{1, 2, 3});

}

isnot valid because the array initializer {1, 2, 3} isnot avalid expression. The example can be rewritten to
explicitly specify the type of array being created, asin

class Test

static void F(int[] arr) {}

static void Main(Q) {
F(new int[] {1, 2, 3});

}

1.6 Type system unification

C# provides a “unified type system”. All types —including value types — can be treated like objects.
Conceptualy spesking, al types derive from object, and so it is possible to call object methods on any value,
even values of “primitive’ types such as int. Theexample

using System;

class Test

static void Main(Q {
Console_WriteLine(3.ToString());

}
}
calsthe object-defined ToString method on a constant value of type int.
The example
class Test
{
static void Main(Q) {
int i = 123;
object o = i; // boxing
int j = (int) o; // unboxing
}

ismoreinteresting. An int value can be converted to object and back again to int. This example shows both
boxing and unboxing. When a variable of avalue type needs to be converted to areference type, an object box is
allocated to hold the value, and the value is copied into the box. Unboxing is just the opposite. When an object
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box is cast back to its origina value type, the value is copied out of the box and into the appropriate storage
location.

This type system unification provides value types with the benefits of object-ness, and does so without
introducing unnecessary overhead. For programs that don’'t need int valuesto act like object, int values are
simply 32 bit values. For programs that need int’s to behave like objects, this functionality is available on-
demand. This ability to treat value types as objects bridges the gap between value types and reference types that
exists in most languages. For example, the .NET classlibrary includes aHashtable classthat providesan Add
method that takes a Key and a Value.

public class Hashtable
public void Add(object Key, object Value) {...}

}

Because C# has a unified type system, the users of the Hashtabl e class can use keys and values of any type,
including value types.

1.7 Statements

C# borrows most of its statements directly from C and C++, though there are some noteworthy additions and
modifications.

1.7.1 Statement lists and blocks

A statement list consists of one or more statements written in sequence, and a block permits multiple statements
to be written in contexts where a single statement is expected. For instance, the example

using System;
class Test

static void Main() { // begin block 1
Console._WriteLine("Test.Main');
{ // begin block 2
Console._WriteLine(""Nested block™);
}

}
}

shows two blocks.

1.7.2 Labeled statements and goto statements

A labdled statement permits a statement to be prefixed by alabel, and goto statements can be used to transfer
control to alabeled statement.

The example
using System;
class Test

static void Main(Q) {

goto H;

W: Console.WriteLine('world™);
return;

H: Console._Write('Hello, ');
goto W;
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is a convoluted version of the “Hello, world” program. The first statement transfers control to the statement
labeled H. The first part of the message is written and then the next statement transfers control to the statement
labeled W. The rest of the message is written, and the method returns.

1.7.3 Local declarations of constants and variables
A local constant declaration declares one or more local constants, and a local variable declaration declares one
or more local variables.

The example

class Test

static void Main(Q) {
const int a 1;
const int b
int d;
int
int

o

e
f
}
¥

shows a variety of local constant and variable declarations.

1.7.4 Expression statements

An expression statement evaluates a given expression. The value computed by the expression, if any, is
discarded. Not al expressions are permitted as statements. In particular, expressonssuchas x + yand x == 1
that have no side effects, but merely compute a value (which will be discarded), are not permitted as statements.

The example
using System;
class Test

{ static int FQ {

Console._WriteLine("Test.F™);
return O;

}

static void Main(Q) {
FO;

}

shows an expression statement. The call to the function F made from Main constitutes an expression statement.
The value that F returns is ssimply discarded.

1.7.5 The if statement

An i T statement selects a statement for execution based on the value of a boolean expression. An i f statement
may optionaly include an el se clause that executes if the boolean expression isfalse.

The example

using System;
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class Test

static void Maln(strlng[] args) {
if (args.Length ==
Console. erteLlne("No arguments were provided™);
else
Console_WriteLine(""Arguments were provided™);

}
}

shows a program that uses an if statement to write out two different messages depending on whether command-
line arguments were provided or not.

1.7.6 The switch statement

A swi tch statement executes the statements that are associated with the value of a given expression, or a
default of statements if no match exists.

The example
using System;
class Test

{
static void Main(string[] args) {
switch (args.Length) {
case O:
Console._WriteLine("'No arguments were provided™);
break;
case 1:
Console._WriteLine("'One arguments was provided™);
break;
default:
Console. _WriteLine(""{0} arguments were provided™);
break;
}
}
}

switches on the number of arguments provided.

1.7.7 The while statement
A whi le statement conditionally executes a statement zero or more times — as long as a boolean test is true.
using System;
class Test
static |nt Find(int value, int[] arr) {
int i = 0;
while (arr[l] 1= value) {
if (++i > arr.Length)
throw new ArgumentException();

}

return i;

}

static void Main(Q) {
Console._WriteLine(Find(3, new int[] {5, 4, 3, 2, 1}));
}

}
uses awhi le statement to find the first occurrence of avalue in an array.
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1.7.8 The do statement
A do statement conditionally executes a statement one or more times.

The example
using System;
class Test

static void Main(Q {
string s;

do {
s = Console.ReadLine();

%hile (s '= "Exit");

}
reads from the console until the user types “Exit” and presses the enter key.

1.7.9 The for statement
A for statement evaluates a sequence of initialization expressions and then, while a condition is true, repeatedly
executes a statement and evaluates a sequence of iteration expressions.
The example
using System;
class Test

static void Main() {
for (int i = 0; i 10; i++)
Console._WriteLine(i);

}
}

uses a for statement to write out the integer values 1 through 10.

1.7.10 The foreach statement

A foreach statement enumerates the el ements of a collection, executing a statement for each element of the
collection.

The example

using System;
using System.Collections;

class Test

{
static void WriteList(ArrayList list) {
foreach (object o in list)
Console.WriteLine(o0);
}
static void Main(Q) {
ArrayList list = new ArrayList();
for (int 1 = 0; i1 < 10; i++)
list.Add(i);
WriteList(list);
}
}
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uses a foreach statement to iterate over the e ements of alist.

1.7.11 The break statement and the continue statement

A break statement exits the nearest enclosing switch, while, do, for, or foreach statement; acontinue
starts a new iteration of the nearest enclosing while, do, for, or foreach statement.

1.7.12 The return statement

A return statement returns control to the caller of the member in which the return statement appears. A
return statement with no expression can be used only in amember that does not return a value (e.g., a method
that returns void). A return statement with an expression can only be used only in afunction member that
returns an expression.

1.7.13 The throw statement
The throw statement throws an exception.

1.7.14 The try statement

The try statement provides a mechanism for catching exceptions that occur during execution of ablock. The
try statement furthermore provides the ability to specify ablock of code that is aways executed when control
leaves the try statement.

1.7.15 The checked and unchecked statements

The checked and unchecked statements are used to control the overflow checking context for arithmetic
operations and conversions involving integral types. The checked statement causes al expressionsto be
evaluated in a checked context, and the unchecked statement causes al expressions to be evaluated in an
unchecked context.

1.7.16 The lock statement

The lock statement obtains the mutual-exclusion lock for a given object, executes a statement, and then
releases the lock.

1.8 Classes

Class declarations are used to define new reference types. C# supports single inheritance only, but a class may
implement multiple interfaces.

Class members can include constants, fields, methods, properties, indexers, events, operators, constructors,
destructors, and nested type declaration.

Each member of a class has aform of accessibility. There are five forms of accessibility:
public members are available to all code;
protected members are accessible only from derived classes;
internal members are accessible only from within the same assembly;
protected internal members are accessible only from derived classes within the same assembly;

private members are accessible only from the classitsalf.
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1.9 Structs

Thelist of similarities between classes and structs is long — structs can implement interfaces, and can have the
same kinds of members as classes. Structs differ from classes in severa important ways, however: structs are
value types rather than reference types, and inheritance is not supported for structs. Struct values are stored
either “on the stack” or “in-line”. Careful programmers can enhance performance through judicious use of
structs.

For example, the use of a struct rather than a class for a Point can make alarge difference in the number of
alocations. The program below creates and initializes an array of 100 points. With Point implemented as a
class, the program instantiates 101 separate objects — one for the array and one each for the 100 elements.

class Point
public int x, y;
public Point() {

X = 0;

y = 0;
}
public Point(int x, int y) {
this.x = X;
this.y = y;
}
}
class Test
{
static void Main(Q) {
Point[] points = new Point[100];
for (aint 1 = 0; i < 100; i++)
points[i] = new Point(i, i*i);
}
}

If Point isinstead implemented as a struct, asin
struct Point
public Int x, y;
public Point(int x, int y) {

this.x X;
this.y = y;

}
}

then the test program instantiates just one object, for the array. The Point instances are alocated in-line within
the array. Of course, this optimization can be mis-used. Using structs instead of classes can aso make your
programs fatter and slower, as the overhead of passing a struct instance by value is dower than passing an object
instance by reference. There is no substitute for careful data structure and agorithm design.

1.10 Interfaces

Interfaces are used to define a contract; a class or struct that implements the interface must adhere to this
contract. Interfaces can contain methods, properties, indexers, and events as members.

The example
interface IExample
string this[int index] { get; set; }
event EventHandler E;

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 15



C# LANGUAGE REFERENCE

void F(int value);
string P { get; set; }

public delegate void EventHandler(object sender, Event e);
shows an interface that contains an indexer, an event E, amethod F, and a property P.

Interfaces may employ multiple inheritance. In the example below, the interface 1ComboBox inherits from both
ITextBox and IListBox.

nterface I1Control

i
i . _
y void Paint();

nterface ITextBox: I1Control

i

{
void SetText(string text);

}

nterface IListBox: IControl

i

{
void Setltems(string[] items);

}

interface 1ComboBox: ITextBox, IListBox {}

Classes and structs can implement multiple interfaces. In the example below, the class EditBox derives from
the class Control and implements both 1Control and IDataBound.

interface IDataBound

void Bind(Binder b);

public class EditBox: Control, IControl, IDataBound

public void Paint();
public void Bind(Binder b) {...}

In the example above, the Paint method from the 1Control interface and the Bind method from
IDataBound interface are implemented using public members on the Edi tBox class. C# provides an
aternative way of implementing these methods that allows the implementing class to avoid having these
members be public. Interface members can be implemented by using a quaified name. For example, the
EditBox class could instead be implemented by providing 1Control .Paint and IDataBound.Bind
methods.

public class EditBox: IControl, IDataBound

void IControl.Paint();

void IDataBound.Bind(Binder b) {...}
}

Interface members implemented in this way are called “explicit interface member implementations’ because
each method explicitly designates the interface method being implemented.

Explicit interface methods can only be called via the interface. For example, the EditBox’s implementation of
the Paint method can be called only by casting to the 1Control interface.
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class Test

static void Main(Q) {
EditBox editbox = new EditBox();
editbox.Paint(); // error: EditBox does not have a Paint method

IControl control = editbox;
control _.Paint(); // calls EditBox’s implementation of Paint

}
}

1.11 Delegates

Delegates enable scenarios that C++ and some other languages have addressed with function pointers. Unlike
function pointers, del egates are object-oriented, type-safe, and secure.

Delegates are reference types that derive from a common base class. System.Delegate. A delegate instance
encapsulates a method — a callable entity. For instance methods, a callable entity consists of an instance and a
method on the instance. If you have a delegate instance and an appropriate set of arguments, you can invoke the
delegate with the arguments. Similarly, for static methods, a callable entity consists of a class and a static
method on the class.

An interesting and useful property of adelegate isthat it does not know or care about the class of the object that
it references. Any object will do; al that mattersis that the method’ s signature matches the delegate’s. This
makes delegates perfectly suited for "anonymous' invocation. This is a powerful capability.

There are three steps in defining and using delegates: declaration, instantiation, and invocation. Delegates are
declared using delegate declaration syntax. A delegate that takes no arguments and returns void can be declared
with

delegate void SimpleDelegate();
A delegate instance can be instantiated using the new keyword, and referencing either an instance or class

method that conforms to the signature specified by the delegate. Once a delegate has been instantiated, it can be
cdled usng method call syntax. In the example

class Test

{
static void FQO {
System.Console._WriteLine("Test.F");
static void Main(Q) {
SimpleDelegate d = new SimpleDelegate(F);
dO;
}
}

aSimpleDelegate instanceis created and then immediately invoked.

Of course, there is not much point in instantiating a delegate for a method and then immediately calling via the
delegate, asit would be simpler to call the method directly. Delegates show their usefulness when their
anonymity is used. For example, we could define amMultiCall method that can cal repeatedly cal a
SimpleDelegate.

void MultiCall(SimpleDelegate d, int count) {
for (int i = 0; 1 < count; i++)
dQO;
}
}
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1.12 Enums

An enum type declaration defines a type name for ardated group of symbolic constants. Enums are typicaly
used when for “multiple choice’ scenarios, in which a runtime decision is made from a number of options that
are known at compile-time.

The example

enum Color {
Red,
Blue,
Green

}

class Shape

public void Fill(Color color) {
switch(color) {
case Color.Red:

B§éak;
case Color.Blue:
B§éak;
case Color.Green:
B§éak;
default:
break;

}
}
}
shows a Color enum and a method that uses this enum. The signature of the Fi Il method makes it clear that
the shape can be filled with one of the given colors.

The use of enums is superior to the use of integer constants — as is common in languages without enums —
because the use of enums makes the code more readable and self-documenting. The self-documenting nature of
the code al'so makes it possible for the devel opment toal to assist with code writing and other “designer”
activities. For example, the use of Color rather than int for a parameter type enables smart code editors to
suggest Color values.

1.13 Namespaces

C# programs are organized using namespaces. Namespaces are used both as an “internal” organization system
for aprogram, and as an “external” organization system —away of presenting program elements that are
exposed to other programs.

Earlier, we presented a“Hello, world” program. W€ Il now rewrite this program in two pieces. a
Hel loMessage component that provides messages and a console application that displays messages.

First, we'll provide aHe l loMessage classin a namespace. What should we call this namespace? By
convention, developers put al of their classes in a namespace that represents their company or organization.
We'll put our classin a namespace named Microsoft.CSharp. Introduction.
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namespace Microsoft.CSharp. Introduction
public class HelloMessage

public string GetMessage() {
return "Hello, world";
}

}
}

Namespaces are hierarchical, and the name Microsoft.CSharp. Introduction is actualy shorthand for
defining a namespace named Mi crosoft that contains a namespace named CSharp that itself contains a
namespace named Introduction, asin:

namespace Microsoft

{
namespace CSharp
{
namespace Introduction
{----}
}

Next, we'll write a console application that uses the Hel loMessage class. We could just use the fully qualified
name for the class—Microsoft.CSharp. Introduction.Hel loMessage — but this name is quite long and
unwieldy. An easier way isto usea“using” directive, which makes it possible to use al of thetypesin a
namespace without qualification.

using Microsoft.CSharp.Introduction;
class Hello

static void Main(Q) {
HelloMessage m = new HelloMessage();
System.Console._WriteLine(m.GetMessage());

}
}

Note that the two occurrences of He l loMessage are shorthand for
Microsoft.CSharp. Introduction.Hel loMessage.

C# dso enables the definition and use of aliases. Such aliases can be useful in situation in which name collisions
occur between two libraries, or when a small number of types from a much larger namespace are being used.
Our example can be rewritten using aliases as:

using MessageSource = Microsoft.CSharp.Introduction.HelloMessage;
class Hello

static void Main(Q) {
MessageSource m = new MessageSource();
System.Console._WriteLine(m.GetMessage());

}
}

1.14 Properties

A property is a named attribute associated with an object or a class. Examples of properties include the length of
astring, the size of afont, the caption of awindow, the name of a customer, and so on. Properties are a natural
extension of fields— both are named members with associated types, and the syntax for accessing fields and
propertiesis the same. However, unlike fields, properties do not denote storage locations. Instead, properties
have accessors that specify the statements to execute in order to read or write their values. Properties thus
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provide a mechanism for associating actions with the reading and writing of an object’s attributes, and they
furthermore permit such attributes to be computed.

The success of rapid application development tools like Visua Basic can, to some extent, be attributed to the
inclusion of properties as afirst-class element. VB developers can think of a property as being field-like, and
this alows them to focus on their own application logic rather than on the details of a component they happen to
be using. On the face of it, this difference might not seem like a big deal, but modern component-oriented
programs tend to be chockfull of property reads and writes. Languages with method-like usage of properties
(e.g., o.Setvalue(o.Getvalue() + 1);) areclearly at a disadvantage compared to languages that feature
field-like usage of properties (e.9., o.Value++;).

Properties are defined in C# using property declaration syntax. The first part of the syntax looks quite smilar to
afield declaration. The second part includes a get accessor and/or a set accessor. In the example below, the
Button class definesa Caption property.

public class Button: Control
private string caption;
public string Caption {

get {
return caption;

}

set {
caption = value;
Repaint();

}
}
Properties that can be both read and written, like the Caption property, include both get and set accessors. The
get accessor is called when the property’ s value is read; the set accessor is caled when the property’svalueis
written. In a set accessor; the new value for the property is given in an implicit value parameter.

Declaration of propertiesis relatively straightforward, but the true value of properties shows itsef isin their
usage rather than in their declaration. The Caption property can read and written in the same way that fields
can be read and written:

Button b = new Button();

b.Caption = "ABC"; // set
string s = b.Caption; // get
b.Caption += "DEF”; // get & set

1.15 Indexers

If propertiesin C# can be likened to “smart fields’, then indexers can be likened to “smart arrays’. Whereas
properties enable field-like access, indexers enable array-like access.

As an example, consider aListBox control, which displays strings. This class wants to expose an array-like
data structure that exposes the list of strings it contains, but also wants to be able to automatically update its
contents when avaue is atered. These goals can be accomplished by providing an indexer. The syntax for an
indexer declaration is similar to that of a property declaration, with the main differences being that indexers are
nameless (the “name”’ used in the declaration is this, since this is being indexed) and that additional indexing
parameters are provided between square brackets.

public class ListBox: Control

{

private string[] items;
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public string this[int index] {

get {
return items[index];

}

set {
items[index] = value;
Repaint();

}
}

As with properties, the convenience of indexersis best shown by looking at use rather than declaration. The
ListBox class can be used as follows:

ListBox listBox = ._._;
listBox[0] = "hello";
Console._WriteLine(listBox[0]);

1.16 Events

Events permit a class to declare notifications for which clients can attach executable code in the form of event
handlers. Events are an important aspect of the design of class librariesin general, and of the system-provided
class library in particular. C# provides an integrated solution for events.

A class defines an event by providing an event declaration, which looks quite similar to afield or event
declaration but with an added event keyword. The type of this declaration must be a delegate type. In the
example below, the Button classdefinesa Click event of type EventHandler.

public delegate void EventHandler(object sender, Event e);

public class Button: Control

public event EventHandler Click;

public void Reset() {
Click = null;
}

}

Inside the Button class, the Click member can be corresponds exactly to a private field of type
EventHandler. However, outside the Button class, the Click member can only be used on the left hand side
of the += and -= operators. This restricts client code to adding or removing an event handler. In the client code
example below, the Form1 class adds Buttonl_Click asan event handler for Buttonl’s Click event. Inthe
Disconnect method, the event handler is removed.

using System;
public class Forml: Form
public Formi() {
// Add Buttonl _Click as an event handler for Buttonl’s Click event

Buttonl.Click += new EventHandler(Buttonl_Click);
}

Button Buttonl = new Button();

void Buttonl Click(object sender, Event e) {
Console._WriteLine(''Buttonl was clicked!™);

public void Disconnect() {
Buttonl.Click -= new EventHandler(Buttonl Click);
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The Button class could be rewritten to use a property-like event declaration rather than a field-like event
declaration. This change has no effect on client code.

public class Button: Control

public event EventHandler Click {
get {...}
set {...}

}

public void Reset() {
Click = null;
}
}

1.17 Versioning
Versioning is an after-thought in most languages, but not in C#.

“Versoning” actudly has two different meanings. A new version of a component is “source compatible” with a
previous version if code that depends on the previous version can, when recompiled, work with the new version.
In contrast, for a*“binary compatible” component, a program that depended on the old version can, without
recompilation, work with the new version.

Most languages do not support binary compatibility at al, and many do little to facilitate source compatibility.
In fact, some languages contain flaws that make it impossible, in general, to evolve a class over time without
breaking some client code.

As an example, consider the situation of a base class author who ships a class named Base. In thisfirst version,
Base contains no F method. A component named Derived derives from Base, and introduces an F. This
Derived class, along with the class Base that it depends on, is released to customers, who deploy to numerous
clients and servers.

// Author A
namespace A

class Base // version 1

{
}
}
// Author B
namespace B
{
class Derived: A._Base
public virtual void FQ {
System.Console._WriteLine(''Derived.F");
}
}

So far, so good. But now the versioning trouble begins. The author of Base produces a new version, and adds its
own F method.

22 Copyright O Microsoft Corporation 1999-2000. All Rights Reserved.



Chapter 1 Introduction

// Author A
namespace A

class Base // version 2

public virtual void FQ { // added in version 2
System.Console.WriteLine('Base.F");
}

}

}
This new version of Base should be both source and binary compatible with the initial version. (If it weren’t
possible to smply add a method then a base class could never evolve.) Unfortunately, the new F in Base makes
the meaning of Derived’sF isunclear. Did Derived mean to override Base’s F? This seems unlikely, since
when Derived was compiled, Base did not even have an F! Further, if Derived’s F does override Base’sF,
then does Derived’s F adhere to the contract specified by Base? This seems even more unlikely, sinceit is
pretty darn difficult for Derived’s F to adhere to a contract that didn’t exist when it was written. For example,
the contract of Base’s F might require that overrides of it aways cdl the base. Derived’sF could not possibly
adhere to such a contract since it cannot call a method that does not yet exist.

In practice, will name collisions of this kind actualy occur? Let’s consider the factorsinvolved. Firg, it is
important to note that the authors are working completely independently — possibly in separate corporations — so
no collaboration is possible. Second, there may be many derived classes. If there are more derived classes, then
name collisions are more likely to occur. Imagine that the base classis Form, and that al VB, VC++ and C#
developers are creating derived classes —that’s alot of derived classes. Finally, name collisions are more likely

if the base classisin a specific domain, as authors of both a base class and its derived classes are likely to
choose names from this domain.

C# addresses this versioning problem by requiring devel opersto clearly state their intent. In the origina code
example, the code was clear, since Base did not even have an F. Clearly, Derived’sF isintended as a new
method rather than an override of a base method, since no base method named F exists.

// Author A
namespace A

class Base

{
}
}

// Author B
namespace B

class Derived: A.Base

public virtual void FQ {
System.Console_WriteLine("Derived.F");

}
}
If Base addsan F and ships a new version, then the intent of a binary version of Derived is still clear —
Derived’'sF is semantically unrelated, and should not be treated as an override.

However, when Derived is recompiled, the meaning is unclear — the author of Derived may intend itsF to
override Base’s F, or to hide it. Since the intent is unclear, the C# compiler produces a warning, and by default
makes Derived’'s F hide Base’s F — duplicating the semantics for the case in which Derived is not
recompiled. This warning alerts Derived’s author to the presence of the F method in Base. If Derived’sF is
semantically unrelated to Base’s F, then Derived’s author can express thisintent — and, in effect, turn off the
warning — by using the new keyword in the declaration of F.
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// Author A
namespace A

class Base // version 2

public virtual void F(Q) { // added in version 2
System.Console.WriteLine('Base.F");
}

}
}

// Author B
namespace B

class Derived: A.Base // version 2a: new

new public virtual void FQ {
System.Console._WriteLine('Derived.F");

}
}
On the other hand, Derived’s author might investigate further, and decide that Derived’s F should override
Base’sF, and clearly specify this intent through specification of the override keyword, as shown below.

// Author A
namespace A

class Base // version 2

public virtual void FQ) { // added in version 2
System.Console_WriteLine("'Base.F");

}
}

// Author B
namespace B

class Derived: A.Base // version 2b: override

public override void FQO {
base.FQ);
System.Console.WriteLine("'Derived.F™);

}
}
}
The author of Derived has one other option, and that is to change the name of F, thus completely avoiding the
name collision. Though this change would break source and binary compatibility for Derived, the importance
of this compatibility varies depending on the scenario. If Derived isnot exposed to other programs, then
changing the name of F islikely agood idea, as it would improve the readability of the program — there would
no longer be any confusion about the meaning of F.

1.18 Attributes

C# isaprocedura language, but like al procedura languages it does have some declarative elements. For
example, the accessibility of a method in a class is specified by decorating it public, protected, internal,
protected internal, or private. Through its support for attributes, C# generalizes this capability, so that
programmers can invent new kinds of declarative information, specify this declarative information for various
program entities, and retrieve this declarative information at run-time. Programs specify this additiona
declarative information by defining and using attributes.
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For instance, a framework might define aHelpAttribute attribute that can be placed on program elements
such as classes and methods to provide a mapping from program elements to documentation for them. The
example

[AttributeUsage(AttributeTargets.All)]
public class HelpAttribute: System._Attribute

{
public HelpAttribute(string url) {

this.url = url;
}
public string Topic = null;
private string url;

public string Url {
get { return url; }

}
defines an attribute class named He lpAttribute, or Help for short, that has one positional parameter (string
url) and one named argument (string Topic). Positional parameters are defined by the formal parameters for
public constructors of the attribute class, named parameters are defined by public read-write properties of the
attribute class. The square brackets in the example indicate the use of an attribute in defining the He I p attribute.
In this case, the AttributeUsage attribute indicates that any program element can be decorated with the He I p
attribute.

The example

[Help('http://www.mycompany.com/../Classl._htm™)]
public class Classl

[Help(*"http://www.mycompany.com/../Classl_htm"™, Topic ="F")]
public void FO {}

b
shows several uses of the attribute.

Attribute information for a given program element can be retrieved at run-time by using the .NET runtime’'s
reflection support. The example

using System;
class Test

static void Main(Q) {
Type type = typeof(Classl);
object[] arr = type.GetCustomAttributes(typeof(HelpAttribute));
if (arr.Length ==
Console._WriteLine("Classl has no Help attribute.™);
else {
HelpAttribute ha = (HelpAttribute) arr[0];
Console_WriteLine("Url = {0}, Topic = {1}, ha.Url, ha.Topic);
}
}
}

checksto seeif Classi hasaHelp attribute, and writes out the associated Topic and Url vauesif the
attribute is present.
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2. Lexical structure

2.1 Phases of translation

A C# programconsists of one or more source files. A source fileis an ordered sequence of Unicode characters.
Source files typically have a one-to-one correspondence with filesin afile system, but this correspondence is
not required by C#.

Conceptually speaking, a program is compiled using four steps:

1. Pre-processing, atext-to-text trandation that enables conditional inclusion and exclusion of program text.
2. Lexicd andyss, which trandates a stream of input characters into a stream of tokens.

3. Syntactic analysis, which trand ates the stream of tokens into executable code.

2.2 Grammar notation

Lexica and syntactic grammars for C# are interspersed throughout this specification. The lexical grammar
defines how characters can be combined to form tokens; the syntactic grammar defines how tokens can be
combined to form C# programs.

Grammar productions include non-termina symbols and terminal symbols. In grammar productions, non-
terminal symbols are shown initalic type, and terminal symbols are shown in a fixed-width font. Each non-
termina is defined by a set of productions. The first line of a set of productions is the name of the non-terminal,
followed by a colon. Each successive indented line contains the right-hand side for a production that has the
non-terminal symbol as the |eft-hand side. The example:

nonsense:
terminall
terminal2

defines the nonsense non-terminal as having two productions, one with terminal 1 on the right-hand side and
onewith terminal 2 on the right-hand side.

Alternatives are normally listed on separate lines, though in cases where there are many dternatives, the phrase
“one of” precedes alist of the options. Thisis smply shorthand for listing each of the aternatives on a separate
line. The example:

|etter: one of
A B C a b c

is shorthand for:

|etter: one of
A

B
c
a
b

Cc
A subscripted suffix “o”, @in identifier,y, is used as shorthand to indicate an optional symbol. The example:
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whole:
first-part second-part,, last-part

is shorthand for:

whole:
first-part last-part
first-part second-part last-part

2.3 Pre-processing
C# enables conditional inclusion and exclusion of code through pre-processing.

pp-unit;
PP-Qr OURspt

pp-group:
pp-group-part
Pp-group  pp-group-part
pp-group-part:
pp-tokens,,y new-line
pp-declaration
pp-if-section
pp-control-line
pp-line-number

pp-tokens:
pp-token
pp-tokens pp-token

pp-token:
identifier
keyword
literal
operator-or -punctuator

new-line:
The carriage return character (U+000D)
The line feed character (U+000A)
The carriage return character followed by aline feed character
The line separator character (U+2028)
The paragraph separator character (U+2029)

2.3.1 Pre-processing declarations

Names can be defined and undefined for use in pre-processing. A #define defines an identifier. A #undef
"undefines" an identifier —if the identifier was defined earlier then it becomes undefined. If an identifier is
defined then it is semantically equivalent to true; if an identifier is undefined then it is semanticaly equivalent
to false.

pp-declaration:
#define pp-identifier
#undef pp-identifier

The example:
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#define A
#undef B

class C

#if A

void FO {}
#else

void GO {}
#endi f
#if B

void HO {}

#else

void 10 {&
#endi F

b
becomes:

class C

void FO {3}
void 10 {}

Within a pp-unit, declarations must precede pp-token elements. In other words, #define and #undef must
precede any "real code" in the file, or a compile-time error occurs. Thus, it is possible to intersperse #i f and
#define asin the example below:

#define A
#if A
#define B
#endif
namespace N

#if B
class Classl {}
#endif

}

The following exampleisillega because a#define followsrea code:

#define A
namespace N

{ _
#define B

#if B
class Classl {}
#endif

}

A #undef may "undefine’ aname that is not defined. The example below defines a name and then undefines it
twice; the second #undef has no effect but is ill legal.

#define A
#undef A
#undef A

2.3.2 #if, #elif, #else, #endif
A pp-if-section is used to conditionally include or exclude portions of program text.

pp-if-section:
pp-if-group pp-elif-groups,: pp-else-groupe,:  pp-endif-line
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pp-if-group:
#if pp-expression new-line pp-groupyy

pp-€elif-groups

pp-€elif-group
pp-€elif-groups pp-€lif-group

pp-€elif-group:
#elif pp-expresson new-line groupop

pp-€lse-group:
#else new-line groupyy

pp-endif-line
#endif new-line

The example:
#define Debug

class Classl

{
#i1T Debug

void Trace(string s) {}
#endi f

b
becomes:

class Classl

void Trace(string s) {}

}

If sections can nest. Example:
#define Debug // Debugging on
#undef Trace // Tracing off

class PurchaseTransaction

void Commit {
#i1T Debug
CheckConsistency();
#if Trace
WriteToLog(this.ToString());
#endif
#endif
3 CommitHelper(Q);

}
2.3.3 Pre-processing control lines

The #error and #warning features enable code to report warning and error conditions to the compiler for
integration with standard compile-time warnings and errors.

pp-control-line:
#error pp-message
#warning pp-message

pp-message:
pp-tokens
The example
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#warning Code review needed before check-in
#define DEBUG

#if DEBUG && RETAIL
#error A build can"t be both debug and retail!
#endif

class Classl

{.}

aways produces awarning ("Code review needed before check-in"), and produces an error if the pre-
processing identifiers DEBUG and RETAIL are both defined.

2.3.4 #line

The #1 ine feature enables a developer to alter the line number and source file names that are used by the
compiler in output such as warnings and errors. If no line directives are present then the line number and file
name are determined automatically by the compiler. The #line directive is most commonly used in meta-
programming tools that generate C# source code from some other text inpuit.

pp-line-number:

#line integer-literal

#1ine integer-literal string-literal
pp-integer-literal:

decimal-digit

decimal-digits decimal-digit
pp-string-literal:

" pp-string-literal-characters

pp-string-literal-characters:
pp-string-literal-character
pp-string-literal-characters pp-string-literal-character

pp-string-literal-character:
Any character except " (U+0022), and white-space
2.3.5 Pre-processing identifiers
Pre-processing identifiers employ a grammar similar to the grammar used for regular C# identifiers:
pp-identifier:
pp-available-identifier

pp-available-identifier:
A pp-identifier-or-keyword that is not true or false

pp-identifier-or-keyword:
identifier-start-character identifier-part-character Sy

The symbols true and false are not legal pre-processing identifiers, and so cannot be defined with #define
or undefined with #undef.

2.3.6 Pre-processing expressions

The operators 1, ==, 1=, && and | | are permitted in pre-processing expressions. Parentheses can be used for
grouping in pre-processing expressions.

pp-exXpression:
pp-equality-expression
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pp-primary-expression:
true
false
pp-identifier
( pp-expression )
pp-unary-expression:
pp-primary-expression
I pp-unary-expression

pp-equality-expression:

pp-equality-expression == pp-logical-and-expression
pp-equality-expression 1= pp-logical-and-expression

pp-logi cal-and-expression:
pp-unary-expression
pp-logical-and-expression && pp-unary-expression

pp-logical-or-expression:
pp-logical-and-expression
pp-logical-or-expression || pp-logical-and-expression

2.3.7 Interaction with white space
Conditional compilation directives must be the first non-white space for aline.

A single-line comment may follow on the same line as conditional-compilation directives other than pp-control-
line directives. For example,

#define Debug // Defined if the build is a debug build

For pp-control-line directives, the remainder of the line congtitutes the pp-message, independent of the contents
of the line. The example

#warning // TODO: Add a better warning
results in awarning with the contents"// TODO: Add a better warning".

A multi-line comment may not begin or end on the same line as a conditional compilation directive. The
example

/* This comment is illegal because it
ends on the same line*/ #define Debug

/* This is comment is illegal because it is on the same line */ #define
Retail

#define A /* This is comment is illegal because it is on the same line */

#define B /* This comment is illegal because it starts
on the same line */

results in a compile-time error.
Text that otherwise might form a conditional compilation directive can be hidden in a comment. The example
// This entire line is a commment. #define Debug

/* This text would be a cc directive but it iIs commented out:
#define Retail
*/

contains no conditional compilation directives, and consists entirely of white space.
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2.4.1 Input

input:

input-el ements,y
input-elements:

input-element

input-elements  input-element
input-element:

comment

white-space

token

2.4.2 Input characters

input-character:
any Unicode character

2.4.3 Line terminators

line-terminator:
TBD

2.4.4 Comments

comment:
TBD

Example:
// This iIs a comment
int i;
/* This is a
multiline comment */
int j;

2.4.5 White space

white-space:
new-line
The tab character (U+0009)

The vertical tab character (U+000B)

The form feed character (U+000C)

The "control-Z" or "substitute” character (U+001A)
All characters with Unicode class "Zs"

2.4.6 Tokens

Chapter 2 Lexical structure

There are five kinds of tokens: identifiers, keywords, literals, operators, and punctuators. White space, in its
various forms (described below), is ignored, though it may act as a separator for tokens.
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token:
identifier
keyword
literal
operator-or -punctuator

2.5 Processing of Unicode character escape sequences

A Unicode character escape sequence represents a Unicode character. Unicode character escape sequences are
permitted in identifiers, string literals, and character literals.

unicode-character-escape-sequence:
\u hex-digit hex-digit hex-digit hex-digit

Multiple trandations are not performed. For instance, the string literal “\u005Cu005C” is equivaent to
“\u005C” rather than “\\". (The Unicode value \u005cC is the character “\".)

The example

class Classl

static void Test(bool \u0066) {
char ¢ = "\u0066";
it (\u0066)
Console.WriteLine(c.ToString());

}
}
shows severa uses of \u0066, which isthe character escape sequence for the letter “£”. The program is
equivaent to

class Classl

{
static void Test(bool ) {
char ¢ = *f";
it ()
Console.WriteLine(c.ToString());

}
}

2.5.1 Identifiers

These identifier rules exactly correspond to those recommended by the Unicode 2.1 standard except that
underscore and similar characters are alowed asinitial characters, formatting characters (class Cf) are not
alowed in identifiers, and Unicode escape characters are permitted in identifiers.
identifier:
available-identifier
@ identifier-or-keyword

available-identifier:

Anidentifier-or-keyword that is not akeyword
identifier-or-keyword:

identifier-start-character identifier-part-character Sy
identifier-start-character:

|etter-char acter
under scor e-char acter
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identifier-part-characters:
identifier-part-character
identifier-part-characters identifier-part-character

identifier-part-character:
letter-character
combining-character
decimal-digit-character
under score-character

letter-character:
A Unicode character of classesLu, LI, Lt, Lm, Lo, or NI
A unicode-character-escape-sequence representing a character of classes Lu, LI, Lt, Lm, Lo, or NI

combining-character:
A Unicode character of classes Mn or Mc
A unicode-character-escape-sequence representing a character of classes Mn or Mcdecimal-digit-
character:
A Unicode character of the class Nd
A unicode-character-escape-sequence representing a character of the class Nd

under score-character:
A Unicode character of the class Pc
A unicode-character-escape-sequence representing a character of the class Pc

Examples of lega identifiersinclude “identifierl”, “_identifier2”, and “@if".

The prefix “@” enables the use of keywords as identifiers. The character @ is not actualy part of the identifier,
and so might be seen in other languages as a normal identifier, without the prefix. Use of the @ prefix for
identifiers that are not keywords is permitted, but strongly discouraged as a matter of style.

The example:

class @class

{
static void @static(bool @bool) {

it (@bool)
Console._WriteLine("true™);

else
Console._WriteLine("false");

}
}

class Classl

static void M {
@class.@static(true);
}

}
defines a class named “class” with a static method named “static” that takes a parameter named “bool”.
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2.5.2 Keywords

keyword: one of

abstract base bool break byte
case catch char checked class
const continue decimal default delegate
do double else enum event
explicit extern false finally fixed
float for foreach goto if
implicit in int interface internal
is lock long namespace new
null object operator out override
params private protected public readonly
ref return sbyte sealed short
sizeof static string struct switch
this throw true try typeof
uint ulong unchecked unsafe ushort
using virtual void while

2.5.3 Literals

literal:

boolean-literal
integer-literal
real-literal
character-literal
string-literal
null-literal

2.5.3.1 Boolean literals
There are two boolean literal values. true and false.
boolean-literal:

true
false

2.5.3.2 Integer literals
Integer literals have two possible forms: decimal and hexadecimal.
integer-literal:
decimal-integer-literal
hexadecimal-integer-literal
decimal-integer-literal:
decimal-digits  integer-type-suffiXoy
decimal-digits:
decimal-digit
decimal-digits decimal-digit
decimal-digit: one of
01 2 3 4 5 6 7 8 9
integer-type-suffix: one of

U u L T UL Ul uL wul LU Lu IU 1lu
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hexadecimal-integer-literal:
0x hex-digits integer-type-suffiXy
hex-digits:
hex-digit
hex-digits hex-digit
hex-digit: one of
01 2 3 45 6 7 8 9A B CDEUF ab c d e T

The type of an integer literd is determined as follows:

If the literal has no suffix, it has the first of these types in which its value can be represented: int, uint,
long, ulong.

If the literal is suffixed by U or u, it has the first of these types in which its value can be represented: uint,
ulong.

If the literdl is suffixed by L or I, it hasthe first of these types in which its value can be represented: 1ong,
ulong.

If the literal is suffixed by UL, U, uL, ul, LU, Lu, 1U, or lu, it is of type ulong.
If the value represented by an integer literal is outside the range of the ulong type, an error occurs.

To permit the smallest possible int and 1ong values to be written as decima integer literals, the following two
rules exist:

When adecimal-integer-literal with the value 2147483648 (2*!) and no integer-type-suffix appears asthe
operand of the unary - operator (87.6.2), the result is a constant of type int with the value -2147483648
(- 2*Y). In adl other situations, such a decimal-integer-literal is of type uint.

When adecimal-integer-literal with the value 9223372036854775808 (2°°) and no integer-type-suffix or the
integer-type-suffix L or I appears as the operand of the unary - operator (87.6.2), the result is a constant of
type long with the value -9223372036854775808 (-2°). In all other situations, such a decimal-integer-
literal is of type ulong.

2.5.3.3 Real literals

real-literal:
decimal-digits . decimal-digits exponent-part,, real-type-suffiXop
. decimal-digits exponent-partyy real-type-suffiXqp
decimal-digits exponent-part real-type-suffiXop
decimal-digits real-type-suffix

exponent-part:
e Signy decimal-digits
E Signy decimal-digits

sign: one of
+ -

real-type-suffix: one of
F £ D d M m

If no real type suffix is specified, the type of the redl literal is double. Otherwise, the red type suffix
determines the type of the redl literal, as follows:

A red literd suffixed by F or f is of type float. For example, the literals 1, 1.5F, 1e10f, and
-123.456F are all of type float.
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A red literal suffixed by D or d isof type double. For example, the literals 1d, 1.5d, 1e10d, and
-123.456D are all of typedouble.

A redl litera suffixed by M or m is of type decimal. For example, the literals 1m, 1.5m, 1e10m, and
-123.456M are all of typedecimal.

If the specified literal cannot be represented in the indicated type, then a compile-time error occurs.

2.5.3.4 Character literals
A character literal is a single character enclosed in single quotes, asin "a".

character-literal:
* character -

character:
single-character
simpl e-escape-sequence
hexadecimal-escape-sequence
unicode-character -escape-segquence

single-character:
Any character except = (U+0027), \ (U+005C), and white-space other than space (U+0020)

simple-escape-sequence:  one of
A" \" \\ N0 \a \b \f \n \r \t \v

hexadecimal-escape-sequence:
\x hex-digit hex-digity: hex-digity: hex-digityp

A character that follows a backdash character (\) in a simple-escape-sequence or hexadeci mal-escape-sequence
must be one of the following characters: =, ", \, 0, a, b, f, n, r, t, x, v. Otherwise, a compile-time error occurs.

A smple escape sequence represents a Unicode character encoding, as described in the table below.
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Escape Character Unicode
sequence name encoding
\* Single quote 0x0027
\" Double quote 0x0022
\\ Backslash 0x005C
\O Null 0x0000
\a Alert 0x0007
\b Backspace 0x0008
\f Form feed 0x000C
\n New line 0Ox000A
\r Carriage return | 0x000D
\t Horizontal tab 0x0009
\v Vertical tab 0x000B

2.5.3.5 String literals

C# supports two forms of string literals: regular string literals and verbatim string literals. A regular string literal
consists of zero or more characters enclosed in double quotes, asin **Hello, world*, and may include both
simple escape sequences (such as \ 't for the tab character) and hexadecimal escape sequences.

A verbatim string literal consists of an @ character followed by a double-quote character, zero or more
characters, and a closing double-quote character. A smple examplesis @'Hello, world™".Inaverbatim
string literal, the characters between the delimiters are interpreted verbatim, with the only exception being a
guote escape sequence. In particular, simple escape sequences and hexadecimal escape sequences are not
processed in verbatim string literals. A verbatim string literal may span multiple lines.

string-literal:
regular-string-literal
ver batim-string-literal

regular-string-literal:
regular-string-literal-characters,,. ™

regular-string-literal-characters:
regular-string-literal-character
regular-string-literal-characters regular-string-literal-character

regular-string-literal-character:
single-regular-string-literal-character
simpl e-escape-sequence
hexadecimal -escape-sequence
unicode-char acter-escape-sequence

single-regular-string-literal-character:
Any character except ** (U+0022), \ (U+005C), and white-space other than space (U+0020)

verbatim-string-literal:
@ verbatim -string-literal-character Syy
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verbatim-string-literal-characters:
verbatim-string-literal-character
verbatim-string-literal-characters  verbatim-string-literal-character

ver batim-string-literal-character:
single-verbatim-string-literal-character

guote-escape-sequence
single-verbatim-string-literal-character:
any character except
guote-escape-sequence:
The example
string a = "hello, world"; // hello, world
string b = @'hello, world"; // hello, world
string ¢ = "hello \t world"; // hello world
string d = @"'hello \t world"; // hello \t world
string e = "Joe said \"Hello\" to me"; // Joe said "Hello"
string f = @"Joe said ""Hello"" to me"; // Joe said "Hello"
string g = "\\\\sever\\share\\file.txt"; // \\server\share\file._txt
string h = @"\\server\share\file.txt"; /7 \\server\share\file.txt
string i = "one\ntwo\nthree";
string j = @"one
two
three';

shows avariety of string literals. The last string literal, j, is averbatim string litera that spans multiple lines.
The characters between the quotation marks, including white space such as newline characters, are duplicated
verbatim.

2.5.3.6 The null literal

null-literal:
null

2.5.4 Operators and punctuators

operator-or-punctuator: one of
{ b L 1 (C ) . , : ;

+ - * / % & | A ! -

= < > ? ++ - && II << >>

== 1= <= >= += -= *= = %= =
= N= <<= >>= ->
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3. Basic concepts

3.1 Declarations

Declarations in a C# program define the constituent elements of the program. C# programs are organized using
namespaces (89), which can contain type declarations and nested namespace declarations. Type declarations
(89.5) are used to define classes (810), structs (811), interfaces (813), enums (814), and delegates (815). The
kinds of members permitted in a type declaration depends on the form of the type declaration. For instance, class
declarations can contain declarations for instance constructors (810.10), destructors (810.11), static constructors
(810.12), constants (810.3), fields (8§10.4), methods (810.5), properties (810.6), events (810.7), indexers (810.8),
operators (810.9), and nested types.

A declaration defines a name in the declaration space to which the declaration belongs. Except for overloaded
constructor, method, indexer, and operator names, it is an error to have two or more declarations that introduce
members with the same name in a declaration space. It is never possible for a declaration space to contain
different kinds of members with the same name. For example, a declaration space can never contain afield and
amethod by the same name.

There are severa different types of declaration spaces, as described in the following.

Within dl source files of a program, namespace-member-declarations with no enclosing namespace-
declaration are members of a single combined declaration space caled the global declaration space.

Within all source files of a program, namespace-member-declarations within namespace-declarations that
have the same fully qualified namespace name are members of a single combined declaration space.

Each class, struct, or interface declaration creates a new declaration space. Names are introduced into this
declaration space through class-member-declarations, struct-member-declarations, or interface-member-
declarations. Except for overloaded constructor declarations and static constructor declarations, a class or
struct member declaration cannot introduce a member by the same name as the class or struct. A class,
struct, or interface permits the declaration of overloaded methods and indexers. A class or struct furthermore
permits the declaration of overloaded constructors and operators. For instance, a class, struct, or interface
may contain multiple method declarations with the same name, provided these method declarations differ in
their signature (83.4). Note that base classes do not contribute to the declaration space of a class, and base
interfaces do not contribute to the declaration space of an interface. Thus, a derived class or interface is
allowed to declare a member with the same name as an inherited member. Such a member is said to hide the
inherited member.

Each enumeration declaration creates a new declaration space. Names are introduced into this declaration
space through enum-member-declarations

Each block or switch-block creates a separate declaration space for local variables. Names are introduced
into this declaration space through local-variable-declarations. If a block is the body of a constructor or
method declaration, the parameters declared in the formal-parameter-list are members of the block’s local
variable declaration space. The loca variable declaration space of a block includes any nested blocks.
Thus, within a nested block it is not possible to declare alocal variable with the same name as aloca
variable in an enclosing block.

Each block or switch-block creates a separate declaration space for labels. Names are introduced into this
declaration space through |abel ed-statements, and the names are referenced through goto-statements. The
label declaration space of a block includes any nested blocks. Thus, within a nested block it is not possible
to declare a label with the same name as alabel in an enclosing block.
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The textud order in which names are declared is generally of no significance. In particular, textual order is not
significant for the declaration and use of namespaces, types, constants, methods, properties, events, indexers,
operators, constructors, destructors, and static constructors. Declaration order is significant in the following
ways:
Declaration order for field declarations and local variable declarations determines the order in which their
initializers (if any) are executed.

Locd variables must be defined before they are used (83.5).

Declaration order for enum member declarations (814.2) is significant when constant-expression vaues are
omitted.

The declaration space of a namespace is “ open ended”, and two namespace declarations with the same fully
qualified name contribute to the same declaration space. For example

namespace Megacorp.Data

class Customer

}
}

namespace Megacorp.Data

class Order

{

}
}
The two namespace declarations above contribute to the same declaration space, in this case declaring two
classes with the fully qualified names Megacorp.Data.Customer and Megacorp.Data.Order. Because the
two declarations contribute to the same declaration space, it would have been an error if each contained a
declaration of a class with the same name.

The declaration space of ablock includes any nested blocks. Thus, in the following example, the F and G
methods are in error because the name i is declared in the outer block and cannot be redeclared in the inner
block. However, the Hand 1 method isvalid since the two i’s are declared in separate non-nested blocks.

class A
void FQO {
int i = 0;
if (true) {

int i =1;
}
}

void GO {
if (true) {
int i = 0;
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void HO {
if (true) {
int i = 0;
b
if (true) {
int i = 1;
}
}
void 1 {
for (int 1 = 0; 1 < 10; i++)
HO: _ _
for (int 1 = 0; 1 < 10; i++)
HO;
}
}
3.2 Members

Namespaces and types have members. The members of an entity are generally available through the use of a
qualified name that starts with a reference to the entity, followed by a“.” token, followed by the name of the
member.

Members of atype are either declared in the type or inherited from the base class of the type. When atype
inherits from a base class, al members of the base class, except constructors and destructors, become members
of the derived type. The declared accessibility of a base class member does not control whether the member is
inherited—inheritance extends to any member that isn’t a constructor or destructor. However, an inherited
member may not be accessible in a derived type, either because of its declared accessibility (83.3) or because it
is hidden by a declaration in the type itself (§3.5.1.2).

3.2.1 Namespace members

Namespaces and types that have no enclosing namespace are members of the global namespace This
corresponds directly to the names declared in the global declaration space.

Namespaces and types declared within a namespace are members of that namespace. This corresponds directly
to the names declared in the declaration space of the namespace.

Namespaces have no access restrictions. It is not possible to declare private, protected, or internal namespaces,
and namespace names are always publicly accessible.

3.2.2 Struct members
The members of astruct are the members declared in the struct and the members inherited from class object.

The members of a smple type correspond directly to the members of the struct type diased by the simple type:
The members of sbyte are the members of the System.SByte struct.
The members of byte are the members of the System.Byte struct.
The members of short are the members of the System. Int16 struct.
The members of ushort are the members of the System.UInt16 struct.
The members of int are the members of the System. Int32 struct.
The members of uint are the members of the System.UInt32 struct.
The members of 1ong are the members of the System. Int64 struct.

The members of ulong are the members of the System.UInt64 struct.
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The members of char are the members of the System.Char struct.

The members of Float are the members of the System.Single struct.
The members of double are the members of the System.Double struct.
The members of decimal arethe members of the System.Decimal sruct.

The members of bool are the members of the System.Boolean struct.

3.2.3 Enumeration members

The members of an enumeration are the constants declared in the enumeration and the members inherited from
classobject.

3.2.4 Class members

The members of a class are the members declared in the class and the members inherited from the base class
(except for class object which has no base class). The members inherited from the base class include the
constants, fields, methods, properties, events, indexers, operators, and types of the base class, but not the
constructors, destructors, and static constructors of the base class. Base class members are inherited without
regard to their accessibility.

A class declaration may contain declarations of constants, fields, methods, properties, events, indexers,
operators, constructors, destructors, static constructors, and types.

The members of object and string correspond directly to the members of the class typesthey dlias:
The members of object are the members of the System.Object class.

The members of string are the members of the System.String class.

3.2.5 Interface members

The members of an interface are the members declared in the interface and in all base interfaces of the interface,
and the members inherited from classobject.

3.2.6 Array members
The members of an array are the members inherited from class System.Array.

3.2.7 Delegate members
The members of a delegate are the membersinherited from class System.Delegate.

3.3 Member access

Declarations of members allow control over member access. The accessibility of a member is established by the
declared accessibility (83.3.1) of the member combined with the accessibility of the immediately containing

type, if any.

When access to a particular member is allowed, the member is said to be accessible. Conversely, when access to
a particular member is disallowed, the member is said to be inaccessible. Access to a member is permitted when
the textual location in which the access takes place is included in the accessibility domain (83.3.2) of the
member.

3.3.1 Declared accessibility
The declared accessibility of amember can be one of the following:
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Public, which is selected by including a public modifier in the member declaration. The intuitive meaning
of public is"“access not limited”.

Protected internal (meaning protected or interna), which is selected by including both aprotected and an
internal modifier in the member declaration. The intuitive meaning of protected internal is"access
limited to this project or types derived from the containing class’.

Protected, which is selected by including a protected modifier in the member declaration. The intuitive
meaning of protected is“access limited to the containing class or types derived from the containing
class’.

Internal, which is selected by including an internal modifier in the member declaration. The intuitive
meaning of internal is“accesslimited to this project”.

Private, which is selected by including a private modifier in the member declaration. The intuitive
meaning of private is"access limited to the containing type’.

Depending on the context in which a member declaration takes place, only certain types of declared accessibility
are permitted. Furthermore, when a member declaration does not include any access modifiers, the context in
which the declaration takes place determines the default declared accessibility.

Namespaces implicitly have public declared accessibility. No access modifiers are allowed on namespace
declarations.

Types declared in compilation units or namespaces can have public or internal declared accessibility
and default to internal declared accessibility.

Class members can have any of the five types of declared accessibility and default to private declared
accessibility. (Note that atype declared as a member of a class can have any of the five types of declared
accessibility, whereas a type declared as a member of a namespace can have only public or internal
declared accessihility.)

Struct members can have public, internal, or private declared accessibility and default to private
declared accessibility. Struct members cannot have protected or protected internal declared
accessibility.

Interface members implicitly have public declared accessibility. No access modifiers are allowed on
interface member declarations.

Enumeration members implicitly have publ ic declared accessibility. No access modifiers are allowed on
enumeration member declarations.

3.3.2 Accessibility domains

The accessibility domain of a member is the (possibly digoint) sections of program text in which accessto the
member is permitted. For purposes of defining the accessibility domain of a member, a member is said to be
top-level if it is not declared within a type, and a member is said to be nested if it is declared within another
type. Furthermore, the program text of a project is defined as al program text contained in all source files of the
project, and the program text of atypeis defined as all program text contained between the opening and closing
“£" and “}” tokensin the class-body, struct-body, interface-body, or enum-body of the type (including, possibly,
types that are nested within the type).

The accessibility domain of a predefined type (such asobject, int, or double) is unlimited.
The accessibility domain of atop-level type T declared in aproject P is defined as follows:

If the declared accessibility of T ispublic, the accessibility domain of T is the program text of P and any
project that references p.
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If the declared accessibility of T is internal, the accessibility domain of T is the program text of P.

From these definitions it follows that the accessibility domain of atop-level type is always at least the program
text of the project in which the type is declared.

The accessibility domain of a nested member M declared in atype T within aproject P is defined as follows
(noting that M may itself possibly be atype):

If the declared accessibility of M ispublic, the accessibility domain of M is the accessibility domain of T.

If the declared accessibility of M isprotected internal, the accessibility domain of M is the intersection
of the accessibility domain of T with the program text of P and the program text of any type derived from T
declared outside P.

If the declared accessibility of M isprotected, the accessibility domain of M is the intersection of the
access bility domain of T with the program text of T and any type derived from T.

If the declared accessibility of M is internal, the accessibility domain of M is the intersection of the
accessibility domain of T with the program text of P.

If the declared accessibility of M is private, the accessibility domain of M is the program text of T.

From these definitions it follows that the accessibility domain of a nested member is always at least the program
text of the type in which the member is declared. Furthermore, it follows that the accessibility domain of a
member is never more inclusive than the accessibility domain of the type in which the member is declared.

In intuitive terms, when a type or member M is accessed, the following steps are evaluated to ensure that the
access is permitted:

Firg, if M is declared within atype (as opposed to a compilation unit or a namespace), an error occurs if that
typeis not accessible.

Then, if M ispublic, the accessis permitted.

Otherwise, if M isprotected internal, the accessis permitted if it occurs within the project in which M
is declared, or if it occurs within a class derived from the class in which M is declared and takes place
through the derived class type (83.3.3).

Otherwisg, if M isprotected, the access is permitted if it occurs within the classin which M is declared, or
if it occurs within a class derived from the class in which M is declared and takes place through the derived

classtype (83.3.3).
Otherwise, if M is internal, the access is permitted if it occurs within the project in which M is declared.
Otherwisg, if M isprivate, the accessis permitted if it occurs within the type in which M is declared.
Otherwise, the type or member is inaccessible, and an error occurs.

In the example

public class A
public static int X;

internal static int Y;
private static int Z;

internal class B
public static int X;

internal static int Y;
private static int Z;
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public class C

{
public static int X;

internal static int Y;
private static int Z;

}
private class D
{

public static int X;
internal static int Y;
private static int Z;

}
}

the classes and members have the following accessibility domains:
The accessibility domain of A and A. X is unlimited.

The accessibility domain of A.Y,B,B.X,B.Y,B.C,B.C.X,and B.C.Y isthe program text of the containing
project.

The accessibility domain of A.Z isthe program text of A.

The accessibility domain of B.z and B. D is the program text of B, including the program text of B.C and
B.D.

The accessibility domain of B.C.Z isthe program text of B.C.
The accessibility domainof B.D.X,B.D.Y, and B.D.Z isthe program text of B.D.

Asthe exampleillustrates, the accessibility domain of a member is never larger than that of a containing type.
For example, even though all X members have public declared accessibility, al but A_X have accessibility
domains that are constrained by a containing type.

Asdescribed in §83.2, dl members of abase class, except for constructors and destructors, are inherited by
derived types. This includes even private members of a base class. However, the accessibility domain of a
private member includes only the program text of the type in which the member is declared. In the example

class A
{ .
int x;
static void F(B b) {
b.x = 1; // Ok
3
ks

class B: A

static void F(B b) {
b.x = 1; // Error, X not accessible
3

}

the B class inherits the private member x from the A class. Because the member is private, it is only accessible
within the class-body of A. Thus, the accessto b.x succeedsin the A.F method, but fails in the B.. F method.

3.3.3 Protected access

When aprotected member is accessed outside the program text of the classin which it is declared, and when
aprotected internal member is accessed outside the program text of the project in which it is declared, the
access is required to take place through the derived class type in which the access occurs. Let B be a base class

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 47



C# LANGUAGE REFERENCE

that declares a protected member M, and let D be a class that derives from B. Within the class-body of D, access
to M can take one of the following forms:

An unqualified type-name or primary-expression of the form M.

A type-name of theform T .M, provided T isD or aclass derived from D.

A primary-expression of the form E .M, provided the type of E isD or aclass derived from D.
A primary-expression of the form base .M.

In addition to these forms of access, a derived class can access a protected constructor of a base classin a
constructor-initializer (810.10.2).

In the example
public class A
{
protected int x;
static void F(A a, B b) {
a.x = 1; // Ok
b.x = 1; // Ok
}
}
public class B: A
{
static void F(A a, B b) {
a.x = 1; // Error, must access through instance of B
b.x = 1; // Ok
}
}

within A, it is possible to access x through instances of both A and B, since in either case the access takes place
through an instance of A or aclass derived from A. However, within B, it is not possible to access x through an
instance of A, since A does not derive from B.

3.3.4 Accessibility constraints

Severa congtructs in the C# language require a type to be at least as accessible as amember or another type. A
type T issaid to be at |east as accessible as a member or type M if the accessibility domain of T is a superset of
the accessibility domain of M. In other words, T isat least as accessibleasM if T isaccessiblein al contexts
where M is accessible.

The following accessibility constraints exist:
The direct base class of a class type must be at least as accessible as the class type itself.
The explicit base interfaces of an interface type must be at least as accessible as the interface type itsalf.

The return type and parameter types of a delegate type must be at least as accessible as the delegate type
itself.

The type of a constant must be at least as accessible as the constant itself.

The type of afield must be at least as accessible as the field itself.

The return type and parameter types of a method must be at least as accessible as the method itself.
The type of a property must be at least as accessible as the property itself.

The type of an event must be at least as accessible as the event itself.
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The type and parameter types of an indexer must be at least as accessible as the indexer itsdlf.
The return type and parameter types of an operator must be at least as accessible as the operator itsalf.
The parameter types of a constructor must be at |east as accessible as the constructor itself.

In the example

class A {...}
public class B: A {...}

the B classisin error because A is not at least as accessible asB.
Likewise, in the example
class A {...}
public class B
AFO {---}
internal A GO {---}
public A HO {.--}

the H method in B isin error because the return type A is not at least as accessible as the method.

3.4 Signatures and overloading
Methods, constructors, indexers, and operators are characterized by their signatures:

The signature of a method consists of the name of the method and the number, modifiers, and types of its
formal parameters. The signature of a method specifically does not include the return type.

The signature of a constructor consists of the number, modifiers, and types of its formal parameters.

The signature of an indexer consists of the number and types of its formal parameters. The signature of an
indexer specifically does not include the element type.

The signature of an operator consists of the name of the operator and the number and types of its formal
parameters. The signature of an operator specifically does not include the result type.

Signatures are the enabling mechanism for overloading of membersin classes, structs, and interfaces:

Overloading of methods permits a class, struct, or interface to declare multiple methods with the same name,
provided the signatures of the methods are al unique.

Overloading of constructors permits a class or struct to declare multiple constructors, provided the
signatures of the constructors are al unique.

Overloading of indexers permits a class, struct, or interface to declare multiple indexers, provided the
signatures of the indexers are all unique.

Overloading of operators permits a class or struct to declare multiple operators with the same name,
provided the signatures of the operators are all unique.

The following example shows a set of overloaded method declarations along with their signatures.

interface ITest

void FQ); /7 FQO
void F(int x); // F(int)
void F(ref int x); // F(ref int)
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void F(out int x); // F(out int)
void F(int x, int y); // F(int, int)
int F(string s); // F(string)
int F(int x); // F(int)

}

Note that parameter modifiers are part of asignature. Thus, F(int), F(ref int),and F(out int) aredl
unique signatures. Furthermore note that even though the second and last method declarations differ in return
types, their signatures are both F(int). Thus, compiling the above example would produce errors for the
second and last methods.

3.5 Scopes

The scope of aname is the region of program text within which it is possible to refer to the entity declared by
the name without qudification of the name. Scopes can be nested, and an inner scope may redeclare the
meaning of a name from an outer scope. The name from the outer scope is then said to be hidden in the region of
program text covered by the inner scope, and access to the outer name is only possible by qualifying the name.

The scope of a namespace member declared by a namespace-member-declaration with no enclosing
namespace-declaration is the entire program text of each compilation unit.

The scope of a namespace member declared by a namespace-member-declaration within a namespace-
declaration whose fully qualified nameisN is the namespace-body of every namespace-declaration whose
fully qudified nameisN or starts with the same sequence of identifiersasN.

The scope of aname defined or imported by a using-directive extends over the namespace-member -
declarations of the compilation-unit or namespace-body in which the using-directive occurs. A using-
directive may make zero or more namespace or type names available within a particular compilation-unit or
namespace-body, but does not contribute any new members to the underlying declaration space. In other
words, a using-directive is not trangitive but rather affects only the compilation-unit or namespace-body in
which it occurs.

The scope of amember declared by a class-member-declaration is the class-body in which the declaration
occurs. In addition, the scope of a class member extends to the class-body of those derived classes that are
included in the accessibility domain (83.3.2) of the member.

The scope of amember declared by a struct-member-declaration is the struct-body in which the declaration
occurs.

The scope of amember declared by an enum-member-declaration is the enum-body in which the declaration
occurs.

The scope of a parameter declared in a constructor-declaration is the constructor-initializer and block of
that constructor-declaration.

The scope of a parameter declared in a method-declaration is the method-body of that method-declaration.

The scope of a parameter declared in an indexer-declaration is the accessor-declarations of that indexer-
declaration.

The scope of a parameter declared in an operator-declarationis the block of that operator-declaration.

The scope of alocal variable declared in alocal-variable-declaration is the block in which the declaration
occurs. It isan error to refer to alocd variable in atextua position that precedes the variable-declarator of
the local variable.

50 Copyright O Microsoft Corporation 1999-2000. All Rights Reserved.



Chapter 3 Basic concepts

The scope of alocal variable declared in afor-initializer of a for statement is thefor-initializer, thefor-
condition, thefor-iterator, and the contained statement of the for statement.

The scope of alabel declared in alabeled-statementis the block in which the declaration occurs.

Within the scope of a namespace, class, struct, or enumeration member it is possible to refer to the member in a
textual position that precedes the declaration of the member. For example

class A

void FQO {
i = 1;

-

Here, it isvalid for F to refer to 1 before it is declared.

Within the scope of alocal variable, it isan error to refer to the local variable in atextual position that precedes
the variable-declarator of the local variable. For example

class A
i .
int 1 = 0;

Vvoi )

1; // Error, use precedes declaration
i

2

a = 1; // Legal
int a=1, b = ++a; // Legal

In the F method above, the first assignment to i specifically does not refer to the field declared in the outer
scope. Rather, it refers to the loca variable and it isin error because it textually precedes the declaration of the
variable. In the G method, the use of j in the initializer for the declaration of j islegal because the use does not
precede the variable-declarator. In the H method, a subsequent variable-declarator legally refersto alocal
variable declared in an earlier variable-declarator within the same local -variable-declaration.

The scoping rules for local variables are designed to guarantee that the meaning of a name used in an expression

context is aways the same within a block. If the scope of aloca variable was to extend only from its declaration
to the end of the block, then in the example above, the first assignment would assign to the instance variable and

the second assignment would assign to the local variable, possibly leading to errors if the statements of the block
were |ater to be rearranged.

The meaning of a name within a block may differ based on the context in which the name is used. In the
example

class Test

{

static void Main(Q) {

string A "hello, world";
string s Aj; // expression context
Type t = typeof(A); // type context
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Console_WriteLine(s); // writes "hello, world”
Console.WriteLine(t.ToString()); // writes "Type: A"

}

the name A is used in an expression context to refer to the local variable A and in atype context to refer to the
classA.

3.5.1 Name hiding

The scope of an entity typically encompasses more program text than the declaration space of the entity. In
particular, the scope of an entity may include declarations that introduce new declaration spaces containing
entities of the same name. Such declarations cause the origina entity to become hidden. Conversdly, an entity is
said to be visble when it is not hidden.

Name hiding occurs when scopes overlap through nesting and when scopes overlap through inheritance. The
characteristics of the two types of hiding are described in the following sections.

3.5.1.1 Hiding through nesting

Name hiding through nesting can occur as a result of nesting namespaces or types within namespaces, as a result
of nesting types within classes or structs, and as a result of parameter and local variable declarations. Name
hiding through nesting of scopes aways occurs “silently”, i.e. no errors or warnings are reported when outer
names are hidden by inner names.

In the example
class A
i .
in =0
void FQO {
inti = 1;
}
void GO {
i =1;
}
}

within the F method, the instance variable i is hidden by the locd variable i, but within the G method, i till
refers to the instance variable.

When a name in an inner scope hides a name in an outer scope, it hides al overloaded occurrences of that name.
In the example

class Outer

t static void F(int i) {}

static void F(string s) {}
class Inner
void GO {

F(1); // Invokes Outer.lInner.F
F("Hello™); // Error

y static void F(long 1) {}
}
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thecall F(1) invokesthe F declared in Inner because al outer occurrences of F are hidden by the inner
declaration. For the same reason, the call F('*Hel1o™) isin efror.

3.5.1.2 Hiding through inheritance

Name hiding through inheritance occurs when classes or structs redeclare names that were inherited from base
classes. Thistype of name hiding takes one of the following forms:

A constant, field, property, event, or type introduced in a class or struct hides al base class members with
the same name.

A method introduced in a class or struct hides al non-method base class members with the same name, and
all base class methods with the same signature (method name and parameter count, modifiers, and types).

An indexer introduced in a class or struct hides all base class indexers with the same signature (parameter
count and types).

The rules governing operator declarations (810.9) make it impossible for a derived class to declare an operator
with the same signature as an operator in a base class. Thus, operators never hide one another.

Contrary to hiding a name from an outer scope, hiding an accessible name from an inherited scope causes a
warning to be reported. In the example

class Base

public void FOQ {}

class Derived: Base

public void FQ { // Warning, hiding an inherited name
}

the declaration of F in Derived causes awarning to be reported. Hiding an inherited name is specifically not an
error, since that would preclude separate evolution of base classes. For example, the above situation might have
come about because a later version of Base introduced a F method that wasn't present in an earlier version of
the class. Had the above situation been an error, then any change made to abase classin a separately versioned
classlibrary could potentialy cause derived classes to become invalid.

The warning caused by hiding an inherited name can be eliminated through use of the new modifier:

class Base

public void FOQ {}

class Derived: Base

new public void FOQ {}
}

The new modifier indicates that the Fin Derived is“new”, and that it isindeed intended to hide the inherited
member.

A declaration of a new member hides an inherited member only within the scope of the new member.

class Base

public static void FQ {}
}
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class Derived: Base

{

new private static void FQ {} // Hides Base.F in Derived only

class MoreDerived: Derived

static void GO { FQO: } // Invokes Base.F
}

In the example above, the declaration of F in Derived hides the F that was inherited from Base, but since the
new F in Derived has private access, its scope does not extend to MoreDerived. Thus, thecal FQ in
MoreDerived.G isvaid and will invoke Base.F.

3.6 Namespace and type names

Several contexts in a C# program require anamespace-name or a type-name to be specified. Either form of
name is written as one or more identifiers separated by “.” tokens.

namespace-name:
namespace-or-type-name

type-name:
namespace-or -type-name

namespace-or -type-name:
identifier
namespace-or-type-name . identifier
A type-name is anamespace-or-type-name that refers to a type. Following resolution as described below, the
namespace-or -type-name of atype-name must refer to atype, or otherwise an error occurs.

A namespace-name is a namespace-or-type-name that refers to a namespace. Following resolution as described
below, the namespace-or-type-name of anamespace-name must refer to a namespace, or otherwise an error
OCCUrsS.

The meaning of a namespace-or-type-name is determined as follows:
If the namespace-or-type-name consists of asingle identifier:

If the namespace-or-type-name appears within the body of a class or struct declaration, then starting
with that class or struct declaration and continuing with each enclosing class or struct declaration (if
any), if amember with the given name exists, is accessible, and denotes a type, then the namespace-or-
type-name refers to that member. Note that non-type members (constructors, constants, fields, methods,
properties, indexers, and operators) are ignored when determining the meaning of a namespace-or-type-
name.

Otherwise, starting with the namespace declaration in which the namespace-or-type-name occurs (if
any), continuing with each enclosing namespace declaration (if any), and ending with the global
namespace, the following steps are evaluated until an entity is located:

If the namespace contains a namespace member with the given name, then the namespace-or-type-
name refers to that member and, depending on the member, is classified as a namespace or atype.

Otherwise, if the namespace declaration contains a using-alias-directive that associates the given
name with an imported namespace or type, then the namespace-or-type-name refers to that
namespace or type.
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Otherwisg, if the namespaces imported by the using-namespace-directives of the namespace
declaration contain exactly one type with the given name, then the namespace-or-type-name refers

to that type.

Otherwisg, if the namespaces imported by the using-namespace-directives of the namespace
declaration contain more than one type with the given name, then the namespace-or-type-name is
ambiguous and an error occurs.

Otherwise, the namespace-or-type-name is undefined and an error occurs.

Otherwise, the namespace-or-type-name is of the form N. I, where N isa namespace-or-type-name
consisting of al identifiers but the rightmost one, and 1 is the rightmost identifier. N isfirst resolved as a
namespace-or -type-name. If the resolution of N is not successful, an error occurs. Otherwise, N. I is

resolved as follows:

If N isanamespace and 1 isthe name of an accessible member of that namespace, then N. 1 refersto
that member and, depending on the member, is classified as a namespace or atype.

If Nisaclassor struct type and I isthe name of an accessibletypein N, then N. 1 refersto that type.

Otherwise, N. I isan invalid namespace-or-type-name, and an error occurs.

3.6.1 Fully qualified names

Every namespace and type has afully qualified name which uniquely identifies the namespace or type amongst

al others. The fully qualified name of a namespace or type N is determined as follows:

If N isamember of the globa namespace, its fully qualified nameisN.

Otherwise, itsfully qudified nameis S.N, where S isthe fully qualified name of the namespace or typein

which N is declared.

In other words, the fully qualified name of N is the complete hierarchical path of identifiers that lead to N,
starting from the global namespace. Because every member of a namespace or type must have a unique name, it

follows that the fully qualified name of a namespace or type is dways unique.

The example below shows several namespace and type declarations along with their associated fully qualified

names.
class A {}
namespace X

class B

class C {}

namespace Y

class D {}
}

namespace X.Y

class E {}
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4. Types

The types of the C# language are divided into three categories. Vaue types, reference types, and pointer types.

type:
value-type
reference-type

pointer-type
Pointer types can be used only in unsafe code, and are discussed further in 819.2.

Vaue types differ from reference types in that variables of the value types directly contain their data, whereas
variables of the reference types store references to their data, the latter known as objects. With reference types,
it is possible for two variables to reference the same object, and thus possible for operations on one variable to
affect the object referenced by the other variable. With value types, the variables each have their own copy of
the data, and it is not possible for operations on one to affect the other.

C# stype system is unified such that a value of any type can be treated as an object Every type in C# directly
or indirectly derives from the object classtype, and object isthe ultimate base class of al types. Values of
reference types are treated as objects smply by viewing the values astype object. Vaues of vaue types are
treated as objects by performing boxing and unboxing operations (84.3).

4.1 Value types

A value type is either a struct type or an enumeration type. C# provides a set of predefined struct types called the
simple types. The smple types are identified through reserved words, and are further subdivided into numeric
types, integral types, and floating point types.

value-type:
struct-type
enum-type

struct-type:
type-name
simple-type

simple-type:
numeric-type
bool

numeric-type:
integral-type
floating-point-type
decimal
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integral-type:
shyte
byte
short
ushort
int
uint
long
ulong
char

floating-point-type:
float
double

enum-type:
type-name

All value types implicitly inherit from classobject. It is not possible for any type to derive from a value type,
and value types are thus implicitly sealed.

A variable of avalue type aways contains a value of that type. Unlike reference types, it is not possible for a
value of avalue typeto benul I or to reference an object of a more derived type.

Assignment to a variable of avalue type creates a copy of the value being assigned. This differs from
assignment to a variable of a reference type, which copies the reference but not the object identified by the
reference.

4.1.1 Default constructors

All value types implicitly declare a public parameterless constructor called the default constructor. The default
constructor returns a zero-initialized instance known as the default valuefor the vaue type:

For al simple-types, the default value is the value produced by a bit pattern of all zeros:
For sbyte, byte, short, ushort, int, uint, long, and ulong, the default value is 0.
For char, the default value is *\x0000".
For float, the default valueis0.0fF.
For double, the default value is 0. 0d.
For decimal, the default valueis 0. 0Om.
For bool, the default value is fal se.
For an enum-typeE, the default valueis 0.

For a struct-type, the default value is the value produced by setting all value type fields to their default value
and dl reference typefieldsto nul I.

Like any other congtructor, the default constructor of avaue type is invoked using the new operator. In the
example below, the i and j variables are both initialized to zero.
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class A
void FQO {
int i = 0;
3 int J = new int();
}

Because every value type implicitly has a public parameterless constructor, it is not possible for a struct type to
contain an explicit declaration of a parameterless constructor. A struct type is however permitted to declare
parameterized constructors. For example

struct Point

{ .
int x, y;
public Point(int x, int y) {
this.x = x;
this.y = y;
}

Given the above declaration, the statements

Point pl new Point();
Point p2 new Point(0, 0);

both create aPoint with x and y initialized to zero.

4.1.2 Struct types

A struct type is a value type that can declare constructors, constants, fields, methods, properties, indexers,
operators, and nested types. Struct types are described in §11.

4.1.3 Simple types

C# provides a set of predefined struct types called the smple types. The ssmple types are identified through
reserved words, but these reserved words are smply aliases for predefined struct types in the System
namespace, as described in the table below.

Reserved word Aliased type
sbyte System.SByte
byte System.Byte
short System. Intl6
ushort System.UIntl6
int System. Int32
uint System.UInt32
long System. Int64
ulong System.UInt64
char System.Char
float System.Single
double System.Double
bool System.Boolean
decimal System.Decimal
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A smple type and the struct type it diases are completely indistinguishable. In other words, writing the reserved
word byte is exactly the same aswriting System.Byte, and writing System. Int32 is exactly the same as
writing the reserved word int.

Because asmple type aliases a struct type, every smple type has members. For example, int has the members
declared in System. Int32 and the members inherited from System.Object, and the following statements
are permitted:

int 1 = int.MaxValue; // System.Int32._MaxValue constant
string s = 1.ToString(Q); // System.Int32.ToString() instance method
string t = 123.ToString(); // System.Int32.ToString() instance method

Notice in particular that integer literals are values of type int, and therefore aso values of the System. Int32
struct type.

The simple types differ from other struct types in that they permit certain additiona operations:

Most ssimple types permit values to be created by writing literals (82.5.3). For example, 123 isalitera of
type int and "a~ isaliteral of type char. C# makes no provision for literals of other struct types, and
values of other struct types are ultimately always created through constructors of those struct types.

When the operands of an expression are all smple type constants, it is possible for the compiler to evaluate
the expression at compile time. Such an expression is known as aconstant-expression (87.15). Expressions
involving operators defined by other struct types always imply run time evaluation.

Through const declarations it is possible to declare constants of the ssimple types (810.3). It is not possible
to have constants of other struct types, but a similar effect is provided by static readonly fields.

Conversions involving simple types can participate in evaluation of conversion operators defined by other
struct types, but a user-defined conversion operator can never participate in evaluation of another user-
defined operator (86.4.2).

4.1.4 Integral types

C# supports nine integra types. sbyte, byte, short, ushort, int, uint, long, ulong, and char. The
integral types have the following sizes and ranges of values:

The sbyte type represents signed 8-bit integers with values between —128 and 127.

The byte type represents unsigned 8-bit integers with values between 0 and 255.

The short type represents signed 16-bit integers with values between —32768 and 32767.

The ushort type represents unsigned 16-bit integers with values between 0 and 65535.

The int type represents signed 32-bit integers with values between —2147483648 and 2147483647.
The uint type represents unsigned 32-bit integers with values between 0 and 4294967295.

The long type represents signed 64-bit integers with values between —9223372036854 775808 and
9223372036854775807.

The ulong type represents unsigned 64-bit integers with values between 0 and 18446744073709551615.

The char type represents unsigned 16-hit integers with values between 0 to 65535. The set of possible
values for the char type corresponds to the Unicode character set.

The integral-type unary and binary operators always operate with signed 32-bit precision, unsigned 32-bit
precision, signed 64-bit precision, or unsigned 64-bit precision:
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For the unary + and ~ operators, the operand is converted to type T, where T isthe first of int, uint, long,
and ulong that can fully represent al possible values of the operand. The operation is then performed using
the precision of type T, and the type of the result T.

For the unary — operator, the operand is converted to type T, where T isthe first of int and 1ong that can
fully represent all possible values of the operand. The operation is then performed using the precision of
type T, and the type of the result is T. The unary — operator cannot be applied to operands of type ulong.

For thebinary +,—,*,7,%, &, |, ==, 1=, >, <, >=, and <= operators, the operands are converted to type T,
where T isthefirg of int, uint, long, and ulong that can fully represent al possible vaues of each
operand. The operation is then performed using the precision of type T, and the type of the result is T (or
bool for the relationa operators).

For the binary << and >> operators, the |eft operand is converted to type T, where T isthe first of int,
uint, long, and ulong that can fully represent all possible values of the operand. The operation is then
performed using the precision of type T, and the type of the result T.

The char typeis classified as an integra type, but it differs from the other integral types in two ways.

There are no implicit conversions from other types to the char type. In particular, even though the sbyte,
byte, and ushort types have ranges of values that are fully representable using the char type, implicit
conversionsfrom sbyte, byte, or ushort to char do not exist.

Congtants of the char type must be written ascharacter-literals. Character constants can only be written as
integer-literals in combination with a cast. For example, (char)10 isthe same as *\x000A".

The checked and unchecked operators and statements are used to control overflow checking for integral-type
arithmetic operations and conversions (87.5.13). In a checked context, an overflow produces a compile-time
error or causes an OverflowException to be thrown. In an unchecked context, overflows are ignored and
any high-order bits that do not fit in the destination type are discarded.

4.1.5 Floating point types

C# supports two floating point types. float and double. The float and double types are represented using
the 32-bit single-precision and 64-bit double-precision IEEE 754 formats, which provide the following sets of
values:

Positive zero and negative zero. In most situations, positive zero and negative zero behave identicaly as the
simple value zero, but certain operations distinguish between the two.

Poditive infinity and negative infinity. Infinities are produced by such operations as dividing a non-zero
number by zero. For example 1.0 / 0.0 yields positive infinity, and —1.0 / 0.0 yields negative infinity.

The Not-a-Number value, often abbreviated NaN. NaN’s are produced by invalid floating-point operations,
such as dividing zero by zero.

The finite set of non-zero values of the form s x mx 2°, wheresis 1 or -1, and mand e are determined by
the particular floating-point type: For float, 0< m< 2** and -149 = e = 104, and for double, 0< m< 2*°
and -1075 = e = 970.

The Float type can represent values ranging from approximately 1.5 x 10™*° to 3.4 x 10® with a precision of 7
digits.

The doubl e type can represent values ranging from approximately 5.0 x 10°%%* to 1.7 x 10°® with a precision of
15-16 digits.

If one of the operands of a binary operator is of afloating-point type, then the other operand must be of an
integral type or a floating-point type, and the operation is evaluated as follows:

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 61



C# LANGUAGE REFERENCE

If one of the operands of is of an integral type, then that operand is converted to the floating-point type of
the other operand.

Then, if either of the operands s of type double, the other operand is converted to double, the operation is
performed using at least double range and precision, and the type of the result isdouble (or bool for the
relational operators).

Otherwise, the operation is performed using at least float range and precision, and the type of the result is
float (or bool for the relational operators).

The floating-point operators, including the assignment operators, never produce exceptions. Instead, in
exceptional situations, floating-point operations produce zero, infinity, or NaN, as described below:

If the result of afloating-point operation is too small for the destination format, the result of the operation
becomes positive zero or negative zero.

If the result of a floating-point operation is too large for the destination format, the result of the operation
becomes positive infinity or negative infinity.

If afloating-point operation is invalid, the result of the operation becomes NaN.
If one or both operands of a floating-point operation is NaN, the result of the operation becomes NalN.

Floating-point operations may be performed with higher precision than the result type of the operation. For
example, some hardware architectures support an “extended” or “long double” floating-point type with greater
range and precision than the doubl e type, and implicitly perform al floating-point operations using this higher
precision type. Only at excessive cost in performance can such hardware architectures be made to perform
floating-point operations with less precision, and rather than require an implementation to forfeit both
performance and precision, C# alows a higher precision type to be used for al floating-point operations. Other
than delivering more precise results, this rarely has any measurable effects. However, in expressions of the form
x *y / z, where the multiplication produces a result that is outside the double range, but the subsequent
division brings the temporary result back into the double range, the fact that the expression is evaluated in a
higher range format may cause afinite result to be produced instead of an infinity.

4.1.6 The decimal type

The decimal typeis a128-bit data type suitable for financia and monetary calculations. The decimal type
can represent values ranging from 1.0 x 10 to approximately 7.9 x 10°® with 28-29 significant digits.

The finite set of values of type decimal are of theform sx mx 10°, wheresislor—1,0=m< 2* and-28= e
= 0. The decimal type does not support signed zeros, infinities, and NaN's.

A decimal isrepresented as a 96-bit integer scaled by a power of ten. For decimal s with an absolute value
lessthan 1.0m, the value is exact to the 28" decimal place, but no further. For decimals with an absolute value
greater than or equal to 1.0m, the valueis exact to 28 or 29 digits. Contrary to the float and double data
types, decimal fractional numbers such as 0.1 can be represented exactly in the decimal representation. In the
float and doubl e representations, such numbers are often infinite fractions, making those representations
more prone to round-off errors.

If one of the operands of a binary operator is of type decimal, then the other operand must be of an integral
type or of type decimal. If anintegral type operand is present, it is converted to decimal before the operation
is performed.

Operations on values of type decimal are exact to 28 or 29 digits, but to no more than 28 decimal places. Results
are rounded to the nearest representable value, and, when aresult is equally close to two representable values, to
the value that has an even number in the least significant digit position.
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If adecimal arithmetic operation produces a value that is too small for the decimal format after rounding, the
result of the operation becomes zero. If adecimal arithmetic operation produces aresult that is too large for the
decimal format, an OverflowException isthrown.

The decimal type has greater precision but smaler range than the floating-point types. Thus, conversions from
the floating-point types to decimal might produce overflow exceptions, and conversions from decimal to the
floating-point types might cause loss of precision. For these reasons, no implicit conversions exist between the
floating-point types and decimal, and without explicit casts, it is not possible to mix floating-point and
decimal operands in the same expression.

4.1.7 The bool type
The bool type represents boolean logical quantities. The possible values of type bool are true and false.

No standard conversions exist between bool and other types. In particular, the bool typeis digtinct and
separate from the integral types, and abool vaue cannot be used in place of an integral value, nor vice versa

In the C and C++ languages, a zero integra value or anull pointer can be converted to the boolean value false,
and a non-zero integral value or anon-null pointer can be converted to the boolean value true. In C#, such
conversions are accomplished by explicitly comparing an integral value to zero or explicitly comparing an
object referenceto nul I.

4.1.8 Enumeration types

An enumeration type is a distinct type with named constants. Every enumeration type has an underlying type,
which can be either byte, short, int, or long. Enumeration types are defined through enumeration
declarations (§14.1).

4.2 Reference types
A reference type is aclass type, an interface type, an array type, or a delegate type.

reference-type:
class-type
interface-type
array-type
delegate-type

class-type:

type-name
object
string

interface-type:
type-name
array-type:
non-array-type rank-specifiers
non-array-type:
type
rank-specifiers:
rank-specifier
rank-specifiers rank-specifier
rank-specifier:
[ dim-separators,: ]
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dim-separators:

ai m-separators
delegate-type:
type-name

A reference type value is areference to an instance of the type, the latter known as an object. The specid vaue
nul I iscompatible with al reference types and indicates the absence of an instance.

4.2.1 Class types

A class type defines a data structure that contains data members (constants, fields, and events), function
members (methods, properties, indexers, operators, constructors, and destructors), and nested types. Class types
support inheritance, a mechanism whereby derived classes can extend and specialize base classes. Instances of
class types are created using object-creation-expressions (§7.5.10.1).

Class types are described in §10.

4.2.2 The object type

The object class type is the ultimate base class of al other types. Every type in C# directly or indirectly
derives from the object class type.

The object keyword is ssimply an dlias for the predefined System.Object class. Writing the keyword
object isexactly the same aswriting System.Object, and vice versa.

4.2.3 The string type

The string typeisaseded class type that inherits directly from object. Instances of the string class
represent Unicode character strings.

Values of the string type can be written as string literals (82.5.3.5).

The string keyword is smply an alias for the predefined System.String class. Writing the keyword
string isexactly the same aswriting System.String, and vice versa.

4.2.4 Interface types

4.2.5 Array types

An array is a data structure that contains a number of variables which are accessed through computed indices.
The variables contained in an array, also caled the elements of the array, are dl of the same type, and this type
is called the element type of the array.

Array types are described in §12.

4.2.6 Delegate types

A delegate is a data structure that refers to a static method or to an object instance and an instance method of
that object.

The closest equivaent of adelegate in C or C++ is afunction pointer, but whereas a function pointer can only
reference static functions, a delegate can reference both static and instance methods. In the latter case, the
delegate stores not only a reference to the method' s entry point, but also a reference to the object instance for
which to invoke the method.

Delegate types are described in §15.
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4.3 Boxing and unboxing

Boxing and unboxing is a central concept in C# s type system. It provides a binding link between value-types
and reference-types by permitting any value of a value-typeto be converted to and from type object. Boxing
and unboxing enables a unified view of the type system wherein avalue of any type can ultimately be treated as
an object.

4.3.1 Boxing conversions

A boxing conversion permits any value-type to be implicitly converted to the type object or to any interface-
type implemented by the value-type. Boxing a value of avalue-type consists of allocating an object instance and
copying the value-type value into that instance.

The actual process of boxing a value of avalue-type is best explained by imagining the existence of aboxing
class for that type. For any value-type T, the boxing class would be declared as follows:

class T_Box

T value;

T Box(T t) {
value = t;

}

}
Boxing of avaue v of type T now consists of executing the expression new T_Box(Vv), and returning the
resulting instance as a value of type object. Thus, the statements

int i = 123;

object box = i;

conceptually correspond to

int i = 123;

object box = new int_Box(i);
Boxing classes like T_Box and int_Box above don't actually exist and the dynamic type of a boxed vaueisn’t
actudly a class type. Instead, a boxed value of type T has the dynamic type T, and a dynamic type check using
the is operator can simply reference type T. For example,

int i = 123;

object box = i;

if (box is int) {

Console_Write("'Box contains an int");
}

will output the string “Box contains an int” on the console.

A boxing conversion implies making a copy of the value being boxed. This s different from a conversion of a
reference-typeto type object, in which the value continues to reference the same instance and simply is
regarded as the less derived type object. For example, given the declaration

struct Point

public int x, y;

public Point(int x, int y) {
this.x = X;
this.y = y;
}
}

the following statements
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Point p = new Point(10, 10);

object box = p;

p-x = 20;

Console._Write(((Point)box).x);
will output the value 10 on the console because the implicit boxing operation that occurs in the assignment of p
to box causes the value of p to be copied. Had Point instead been declared a class, the vaue 20 would be
output because p and box would reference the same instance.

4.3.2 Unboxing conversions

An unboxing conversion permits an explicit conversion from type object to any value-type or from any
interface-type to any value-type that implements the interface-type An unboxing operation consists of first
checking that the object instance is a boxed value of the given value-type, and then copying the value out of the
instance.

Referring to the imaginary boxing class described in the previous section, an unboxing conversion of an object
box to avalue-type T consists of executing the expression ((T_Box)box) .value. Thus, the statements

object box = 123;
int i = (int)box;

conceptually correspond to

object box = new int_Box(123);
int 1 = ((int_Box)box).value;

For an unboxing conversion to a given value-type to succeed at run-time, the value of the source argument must
be a reference to an object that was previously created by boxing a value of that value-type. If the source
argument isnul 1 or areference to an incompatible object, an InvalidCastException is thrown.
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5. Variables

Variables represent storage locations. Every variable has a type that determines what values can be stored in the
variable. C# is atype-safe language, and the C# compiler guarantees that values stored in variables are always of
the appropriate type. The value of a variable can be changed through assignment or through use of the ++ and -
- operators.

A variable must be definitely assigned (85.3) before its value can be obtained.

As described in the following sections, variables are either initially assigned or initially unassigned. An initialy
assigned variable has awell defined initial value and is aways considered definitely assigned. Aniinitially
unassigned variable has no initial value. For an initially unassigned variable to be considered definitely assigned
at a certain location, an assignment to the variable must occur in every possible execution path leading to that
location.

5.1 Variable categories

C# defines seven categories of variables: Static variables, instance variables, array el ements, value parameters,
reference parameters, output parameters, and local variables. The sections that follow describe each of these
categories.

In the example

class A

static int Xx;

int y;

void F(int[] v, int a, ref int b, out int ¢) {
int i =1;

}

}

x isadatic variable, y isan instance variable, v[0] isan array element, a is avaue parameter, b is areference
parameter, c is an output parameter, and i isaloca variable.

5.1.1 Static variables

A field declared with the static modifier is called a static variable. A static variable comes into existence
when the type in which it is declared is loaded, and ceases to exist when the type in which it is declared is
unloaded.

Theinitial value of a gtatic variable is the default value (85.2) of the variable' s type.
For purposes of definite assignment checking, a static variable is considered initialy assigned.

5.1.2 Instance variables
A field declared without the static modifier is called an instance variable,

5.1.2.1 Instance variables in classes

An instance variable of a class comes into existence when a new instance of that classis created, and ceases to
exist when there are no references to that instance and the destructor of the instance has executed.

Theinitial value of an instance variable of a classis the default value (85.2) of the variable' s type.
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For purposes of definite assignment checking, an instance variable of a classis considered initialy assigned.

5.1.2.2 Instance variables in structs

An instance variable of a struct has exactly the same lifetime as the struct variable to which it belongs. In other
words, when a variable of a struct type comes into existence or ceases to exist, so do the instance variables of
the struct.

The initial assignment state of an instance variable of a struct in the same as that of the containing struct
variable. In other words, when a struct variable is considered initialy assigned, so are its instance variables, and
when a struct variable is considered initially unassigned, its instance variables are likewise unassigned.

5.1.3 Array elements

The elements of an array come into existence when an array instance is created, and cease to exist when there
are no references to that array instance.

Theinitial value of each of the elements of an array is the default value (85.2) of the type of the array elements.
For purposes of definite assignment checking, an array element is considered initially assigned.

5.1.4 Value parameters
A parameter declared without a ref or out modifier is a value parameter.

A vaue parameter comes into existence upon invocation of the function member (method, constructor, accessor,
or operator) to which the parameter belongs, and is initialized with the value of the argument given in the
invocation. A value parameter ceases to exist upon return of the function member.

For purposes of definite assignment checking, a value parameter is considered initially assigned.

5.1.5 Reference parameters
A parameter declared with a ref modifier is areference parameter.

A reference parameter does not create a new storage location. Instead, a reference parameter represents the same
storage location as the variable given as the argument in the function member invocation. Thus, the value of a
reference parameter is always the same as the underlying variable.

The following definite assignment rules apply to reference parameters. Note the different rules for output
parameters described in 85.1.6.

A variable must be definitely assigned (85.3) before it can be passed as a reference parameter in a function
member invocation.

Within afunction member, areference parameter is considered initialy assigned.

Within an instance method or instance accessor of a struct type, the this keyword behaves exactly asa
reference parameter of the struct type (87.5.7).

5.1.6 Output parameters
A parameter declared with an out modifier is an output parameter.

An output parameter does not create a new storage location. Instead, an output parameter represents the same
storage location as the variable given as the argument in the function member invocation. Thus, the value of an
output parameter is always the same as the underlying variable.

The following definite assignment rules apply to output parameters. Note the different rules for reference
parameters described in 85.1.5.
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A variable need not be definitely assigned before it can be passed as an output parameter in afunction
member invocation.

Following a function member invocation, each variable that was passed as an output parameter is considered
assigned in that execution path.

Within a function member, an output parameter is considered initialy unassigned.

Every output parameter of afunction member must be definitely assigned (85.3) before the function
member returns.

Within a constructor of a struct type, the this keyword behaves exactly as an output parameter of the struct
type (87.5.7).

5.1.7 Local variables

A local variable is declared by alocal-variable-declaration, which may occur in a block, afor-statement, or a
switch-statement A local variable comes into existence when control enters the block, for-statement, or switch-
statement that immediately contains the local variable declaration. A local variable ceases to exist when control
leaves itsimmediately containing block, for-statement, or switch-statement

A local variable is not automatically initialized and thus has no default vaue. For purposes of definite
assignment checking, alocal variable is considered initially unassigned. A local-variable-declaration may
include a variable-initializer, in which case the variable is considered definitely assigned in its entire scope,
except within the expression provided in the variable-initializer.

Within the scope of alocal variable, it isan error to refer to the local variable in atextual position that precedes
its variable-declarator .

5.2 Default values
The following categories of variables are automatically initialized to their default values.

Static variables.
Instance variables of class instances.
Array elements.
The default value of a variable depends on the type of the variable and is determined as follows:

For avariable of a value-type, the default value is the same as the vaue computed by the value-type’s
default constructor (84.1.1).

For avariable of areference-type, the default valueisnul 1.

5.3 Definite assignment

At agiven location in the executable code of afunction member, avariable is said to be definitely assigned if the
compiler can prove, by static flow analysis, that the variable has been automatically initialized or has been the
target of at least one assignment. The rules of definite assignment are:

Aninitially assigned variable (85.3.1) is dways considered definitely assigned.

An initially unassigned variable (85.3.2) is considered definitely assigned at a given location if al possible
execution paths leading to that location contain at least one of the following:

A smple assignment (87.13.1) in which the variable is the left operand.
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An invocation expression (87.5.5) or object creation expression (87.5.10.1) that passes the variable as an
output parameter.

For alocal variable, alocal variable declaration (88.5) that includes a variable initializer.

The definite assignment state of instance variables of astruct-type variable are tracked individually as well as
collectively. In additiona to the rules above, the following rules apply to struct-type variables and their instance
variables:

An ingtance variable is considered definitely assigned if its containing struct-type variable is considered
definitely assigned.

A struct-type variable is considered definitely assigned if each of its instance variables are considered
definitely assigned.

Definite assgnment is a requirement in the following contexts:

A variable must be definitely assigned at each location where its value is obtained. This ensures that

undefined values never occur. The occurrence of avariable in an expression is considered to obtain the
value of the variable, except when

the variable is the left operand of a smple assignment,
the variable is passed as an output parameter, or
the variable is a struct-type variable and occurs as the left operand of a member access.

A variable must be definitely assigned at each location where it is passed as a reference parameter. This
ensures that the function member being invoked can consider the reference parameter initialy assigned.

All output parameters of afunction member must be definitely assigned at each location where the function
member returns (through a return statement or through execution reaching the end of the function member
body). This ensures that function members do no return undefined values in output parameters, thus
enabling the compiler to consider a function member invocation that takes a variable as an output parameter
equivaent to an assignment to the variable.

The this variable of astruct-type constructor must be definitely assigned at each location where the
constructor returns.

The following example demonstrates how the different blocks of a try statement affect definite assignment.
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class A

static void FQ {

int i, j;
try {
// neither 1 nor j definitely assigned
i = 1;
// i1 definitely assigned
i1 =2;
// i1 and j definitely assigned
}
catch {
// neither i nor j definitely assigned
i = 3;
// i1 definitely assigned
b
finally {
// neither 1 nor j definitely assigned
i = 4;
// i1 definitely assigned
i =.5;

// i and j definitely assigned

¥
// i1 and j definitely assigned
}
b

The datic flow andysis performed to determine the definite assignment state of a variable takes into account the
specia behavior of the &&, | |, and ?: operators. In each of the methods in the example

class A

static void F(int x, int y) {
int i;
iTXxX>028&& (1 =y) >=0) {
// i1 definitely assigned

else {
// 1 not definitely assigned

3
// i not definitely assigned
}

static void G(int x, int y) {

int i;
if (x>=0 || y) >=0) {

a =
// 1 not definitely assigned

else {
// i1 definitely assigned

3
// 1 not definitely assigned

}
}

the variable i is considered definitely assigned in one of the embedded statements of an if statement but not in
the other. In the i ¥ statement in the F method, the variable i is definitely assigned in the first embedded
statement because execution of the expression (i = y) aways precedes execution of this embedded statement.
In contrast, the variable i is not definitely assigned in the second embedded statement since the variable i may
be unassigned. Specifically, the variable i is unassigned if the value of the variable x is negative. Similarly, in
the G method, the variable i is definitely assigned in the second embedded statement but not in the first
embedded statement.
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5.3.1 Initially assigned variables
The following categories of variables are classified as initially assigned:

Static variables.

Instance variables of class instances.

Instance variables of initially assigned struct variables.
Array elements.

Vaue parameters.

Reference parameters.

5.3.2 Initially unassigned variables
The following categories of variables are classified asinitially unassigned:

Instance variables of initially unassigned struct variables.
Output parameters, including the this variable of struct constructors.
Locd variables.

5.4 Variable references

A variable-reference isan expression that is classfied as a variable. A variable-reference denotes a storage
location that can be accessed both to fetch the current value and to store a new value. In C and C++, avariable-
reference is known as an Ivalue.

variable-reference:
expression

The following constructs require an expression to be a variable-reference:
The left hand side of an assignment (which may aso be a property access or an indexer access).

An argument passed as aref or out parameter in a method or constructor invocation.
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6. Conversions

6.1 Implicit conversions
The following conversions are classified asimplicit conversions:

Identity conversions

Implicit numeric conversions

Implicit enumeration conversions.
Implicit reference conversions

Boxing conversions

Implicit constant expression conversions
User-defined implicit conversions

Implicit conversions can occur in avariety of situations, including function member invocations (87.4.3), cast
expressions (87.6.8), and assignments (87.13).

The pre-defined implicit conversions aways succeed and never cause exceptions to be thrown. Properly
designed user-defined implicit conversions should exhibit these characteristics as well.

6.1.1 Identity conversion

An identity conversion converts from any type to the same type. This conversion exists only such that an entity
that aready has a required type can be said to be convertible to that type.

6.1.2 Implicit numeric conversions
The implicit numeric conversions are:

From sbyte to short, int, long, float, double, or decimal.

From byte to short, ushort, int, uint, long, ulong, float, double, or decimal.
From short to int, long, float, double, or decimal.

From ushort to int, uint, long, ulong, float, double, or decimal.

From int to long, float, double, or decimal.

Fromuintto long, ulong, float, double, or decimal.

From long to float, double, or decimal.

From ulong to float, double, or decimal.

From char to ushort, int, uint, long, ulong, float, double, or decimal.

From float to double.

Conversonsfrom int, uint, or long to float and from long to double may cause aloss of precision, but
will never cause aloss of magnitude. The other implicit numeric conversions never lose any information.
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There are no implicit conversions to the char type. Thisin particular means that values of the other integra
types do not automatically convert to the char type.

6.1.3 Implicit enumeration conversions
An implicit enumeration conversion permits the decimal-integer-literal 0 to be converted to any enum-type.

6.1.4 Implicit reference conversions
The implicit reference conversions are:

From any reference-type to object.

From any class-type S to any class-type T, provided S is derived from T.

From any class-type S to any interface-typeT, provided S implements T.

From any interface-type S to any interface-type T, provided S is derived from T.

From an array-type S with an element type Se to an array-type T with an element type Tg, provided al of the
following are true:

S and T differ only in element type. In other words, S and T have the same number of dimensions.
Both Se and Te arereference-types.
An implicit reference conversion exists from Se to Te.

From any array-type to System.Array.

From any delegate-type to System.Delegate.

From any array-type or delegate-typeto System. ICloneable.

From the null type to any reference-type.

The implicit reference conversions are those conversions between reference-types that can be proven to aways
succeed, and therefore require no checks at run-time.

Reference conversions, implicit or explicit, never change the referential identity of the object being converted.
In other words, while a reference conversion may change the type of avalue, it never changes the vaue itsdlf.

6.1.5 Boxing conversions

A boxing conversion permits any value-type to be implicitly converted to the type object or to any interface-
type implemented by the value-type. Boxing a value of a value-type consists of allocating an object instance and
copying the value-type value into that instance.

Boxing conversions are further described in 84.3.1.

6.1.6 Implicit constant expression conversions
An implicit constant expression conversion permits the following conversions:

A constant-expression (87.15) of type int can be converted to type sbyte, byte, short, ushort, uint,
or ulong, provided the value of the constant-expression is within the range of the destination type.

A constant-expression of type long can be converted to type ulong, provided the value of the constant-
expression is not negative.
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6.1.7 User-defined implicit conversions

A user-defined implicit conversion consists of an optional standard implicit conversion, followed by execution
of auser-defined implicit conversion operator, followed by another optiona standard implicit conversion. The
exact rules for evaluating user-defined conversions are described in 86.4.3.

6.2 Explicit conversions
The following conversions are classified as explicit conversions.

All implicit conversions.
Explicit numeric conversions.
Explicit enumeration conversions.
Explicit reference conversions.
Explicit interface conversions.
Unboxing conversions.
User-defined explicit conversions.
Explicit conversions can occur in cast expressions (87.6.8).

The explicit conversions are conversions that cannot be proved to always succeed, conversions that are known
to possibly lose information, and conversions across domains of types sufficiently different to merit explicit
notation.

The set explicit conversions includes al implicit conversions. Thisin particular means that redundant cast
expressions are allowed.

6.2.1 Explicit numeric conversions

The explicit numeric conversions are the conversions from a numeric-type to another numeric-type for which an
implicit numeric conversion (86.1.2) does not already exist:

From sbyte to byte, ushort, uint, ulong, or char.

From byte to sbyte and char.

From short to sbyte, byte, ushort, uint, ulong, or char.

From ushort to sbyte, byte, short, or char.

From int to sbyte, byte, short, ushort, uint,ulong, or char.

From uint to sbyte, byte, short, ushort, int, or char.

From long to sbyte, byte, short, ushort, int,uint, ulong, or char.

From ulong to sbyte, byte, short, ushort, int,uint, long, or char.

From char to sbyte, byte, or short.

From float to sbyte, byte, short, ushort, int,uint, long, ulong, char, or decimal.
From double to sbyte, byte, short, ushort, int,uint, long, ulong, char, float, or decimal.

From decimal to sbyte, byte, short, ushort, int,uint, long, ulong, char, float, or double.
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Because the explicit conversions include al implicit and explicit numeric conversions, it is aways possible to
convert from any numeric-type to any other numeric-type using a cast expression (87.6.8).

The explicit numeric conversions possibly lose information or possibly cause exceptions to be thrown. An
explicit numeric conversion is processed as follows:

For a conversion from an integral type to another integral type, the processing depends on the overflow
checking context (87.5.13) in which the conversion takes place:

In achecked context, the conversion succeeds if the source argument is within the range of the
destination type, but throws an OverflowException if the source argument is outside the range of the
destination type.

In an unchecked context, the conversion always succeeds, and simply consists of discarding the most
significant bits of the source value.

For a conversion from float, double, or decimal to an integra type, the source value is rounded towards
zero to the nearest integral value, and this integral value becomes the result of the conversion. If the
resulting integral value is outside the range of the destination type, an OverflowException isthrown.

For aconversion from double to float, thedouble vaueisrounded to the nearest float vaue. If the
double vaueistoo smal to represent as a float, the result becomes positive zero or negative zero. If the
double valueistoo large to represent as a float, the result becomes positive infinity or negative infinity.
If the double valueis NaN, the result is also NaN.

For a conversion from float or double to decimal, the source value is converted to decimal
representation and rounded to the nearest number after the 28" decimal place if required (84.1.6). If the
source value is too small to represent asa decimal, the result becomes zero. If the source value is NaN,
infinity, or too large to represent asa decimal, an Inval idCastException isthrown.

For aconversion from decimal to float or double, the decimal value isrounded to the nearest double
or float vaue. While this conversion may lose precision, it never causes an exception to be thrown.

6.2.2 Explicit enumeration conversions
The explicit enumeration conversions are:

From sbyte, byte, short, ushort, int, uint, long, ulong, char, float, double, or decimal to any
enum-type.

From any enum-type to sbyte, byte, short, ushort, int, uint, long, ulong, char, float, double,
or decimal.

From any enum-type to any other enum-type.

An explicit enumeration conversion between two types is processed by treating any participating enum-type as
the underlying type of that enum-type, and then performing an implicit or explicit numeric conversion between
the resulting types. For example, given an enum-type E with and underlying type of int, aconversion from E to
byte is processed as an explicit numeric conversion (86.2.1) from int to byte, and a conversion from byte to
E is processed as an implicit numeric conversion (86.1.2) from byte to int.

6.2.3 Explicit reference conversions
The explicit reference conversions are:

From object to any reference-type.

From any class-type S to any classtype T, provided S is abase class of T.
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From any class-type S to any interface-type T, provided S isnot sealed and provided S does not implement
T.

From any interface-type S to any class-typeT, provided T is not sealed or provided T implements S.
From any interface-type S to any interface-typeT, provided S is not derived from T.

From an array-type S with an element type Se to an array-type T with an element type Tg, provided al of the
following are true:

S and T differ only in eement type. In other words, S and T have the same number of dimensions.
Both Se and Te are reference-types.
An explicit reference conversion exists from Se to Te.

From System.Array to any array-type.

From System.Delegate to any delegate-type

From System. ICloneable to any array-type or delegate-type.

The explicit reference conversions are those conversions between reference-types that require run-time checks
to ensure they are correct.

For an explicit reference conversion to succeed at run-time, the value of the source argument must be nul I or
the actual type of the object referenced by the source argument must be a type that can be converted to the
destination type by an implicit reference conversion (86.1.4). If an explicit reference conversion fails, an
Inval idCastException isthrown.

Reference conversions, implicit or explicit, never change the referentia identity of the object being converted.
In other words, while a reference conversion may change the type of avalue, it never changes the vaue itsdlf.

6.2.4 Unboxing conversions

An unboxing conversion permits an explicit conversion from type object to any value-type or from any
interface-type to any value-type that implements the interface-type An unboxing operation consists of first
checking that the object instance is a boxed value of the given value-type, and then copying the value out of the
instance.

Unboxing conversions are further described in 84.3.2

6.2.5 User-defined explicit conversions

A user-defined explicit conversion consists of an optiona standard explicit conversion, followed by execution of
a user-defined implicit or explicit conversion operator, followed by another optional standard explicit
conversion. The exact rules for evaluating user-defined conversions are described in §6.4.4.

6.3 Standard conversions
The standard conversions are those pre-defined conversions that can occur as part of a user-defined conversion.

6.3.1 Standard implicit conversions
The following implicit conversions are classified as standard implicit conversions:

Identity conversions (86.1.1)
Implicit numeric conversions (86.1.2)

Implicit reference conversions (86.1.4)
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Boxing conversions (86.1.5)
Implicit constant expression conversions (86.1.6)
The standard implicit conversions specifically exclude user-defined implicit conversions.

6.3.2 Standard explicit conversions

The standard explicit conversions are all standard implicit conversions plus the subset of the explicit
conversions for which an opposite standard implicit conversion exists. In other words, if a standard implicit
conversion exists from atype A to atype B, then a standard explicit conversion exists from type A to type B and
from type B to type A.

6.4 User-defined conversions

C# allows the pre-defined implicit and explicit conversions to be augmented by user-defined conversions. User-
defined conversions are introduced by declaring conversion operators (810.9.3) in class and struct types.

6.4.1 Permitted user-defined conversions

C# permits only certain user-defined conversions to be declared. In particular, it is not possible to redefine an
aready existing implicit or explicit conversion. A class or struct is permitted to declare a conversion from a
sourcetype S to atarget type T only if al of the following are true:

S and T are different types.
Either S or T isthe class or struct type in which the operator declaration takes place.
Neither S nor T isobject or an interface-type
Tisnot abaseclassof S,and S isnot abase class of T.
The restrictions that apply to user-defined conversions are discussed further in 810.9.3.

6.4.2 Evaluation of user-defined conversions

A user-defined conversion converts a value from its type, caled the source type, to another type, cdled the
target type. Evaluation of a user-defined conversion centers on finding the most specific user-defined conversion
operator for the particular source and target types. This determination is broken into severa steps:

Finding the set of classes and structs from which user-defined conversion operators will be considered. This
set consists of the source type and its base classes and the target type and its base classes (with the implicit
assumptions that only classes and structs can declare user-defined operators, and that non-class types have
no base classes).

From that set of types, determining which user-defined conversion operators are applicable. For a
conversion operator to be applicable, it must be possible to perform a standard conversion (86.3) from the
source type to the argument type of the operator, and it must be possible to perform a standard conversion
from the result type of the operator to the target type.

From the set of applicable user-defined operators, determining which operator is unambiguously the most
specific. In general terms, the most specific operator is the operator whose argument typeis “closest” to the
source type and whose result type is “closest” to the target type. The exact rules for establishing the most
specific user-defined conversion operator are defined in the following sections.

Once amost specific user-defined conversion operator has been identified, the actual execution of the user-
defined conversion involves up to three steps:
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Firgt, if required, performing a standard conversion from the source type to the argument type of the user-
defined conversion operator.

Next, invoking the user-defined conversion operator to perform the conversion.

Findly, if required, performing a standard conversion from the result type of the user-defined conversion
operator to the target type.

Evaluation of a user-defined conversion never involves more than one user-defined conversion operator. In
other words, a conversion from type S to type T will never first execute a user-defined conversion from S to X
and then execute a user-defined conversion from X to T.

Exact definitions of evaluation of user-defined implicit or explicit conversions are given in the following
sections. The definitions make use of the following terms:

If astandard implicit conversion (86.3.1) exists from atype A to atype B, and if neither A nor B are
interface-types, then A is said to be encompassed by B, and B is said to encompass A.

The most encompassing type in a set of typesis the one type that encompasses all other typesin the set. If no
single type encompasses al other types, then the set has no most encompassing type. In more intuitive

terms, the most encompassing type isthe “largest” type in the set—the one type to which each of the other
types can be implicitly converted.

The most encompassed type in a set of typesis the one type that is encompassed by all other types in the set.
If no single type is encompassed by all other types, then the set has no most encompassed type. In more
intuitive terms, the most encompassed type is the “smallest” type in the set—the one type that can be
implicitly converted to each of the other types.

6.4.3 User-defined implicit conversions
A user-defined implicit conversion from type S to type T is processed as follows:

Find the set of types, D, from which user-defined conversion operators will be considered. This set consists
of S (if Sisaclassor struct), the base classes of S (if Sisaclass), T (if T isaclass or struct), and the base
classes of T (if T isaclass).

Find the set of applicable user-defined conversion operators, U. This set consists of the user-defined implicit
conversion operators declared by the classes or structsin D that convert from atype encompassing S to a
type encompassed by T. If U is empty, the conversion is undefined and an error occurs.

Find the most specific source type, Sx, of the operatorsin U:
If any of the operatorsin U convert from S, then Sx isS.

Otherwise, Sx is the most encompassed type in the combined set of source types of the operatorsin u. If
no most encompassed type can be found, then the conversion is ambiguous and an error occurs.

Find the most specific target type, Tx, of the operatorsin U:
If any of the operatorsin U convert to T, then TxisT.

Otherwise, Tx is the most encompassing type in the combined set of target types of the operatorsin u. If
no most encompassing type can be found, then the conversion is ambiguous and an error occurs.

If U contains exactly one user-defined conversion operator that converts from Sx to T, then thisis the most
specific conversion operator. If no such operator exists, or if more than one such operator exists, then the
conversion is ambiguous and an error occurs. Otherwise, the user-defined conversion is applied:

If S isnot Sx, then a standard implicit conversion from S to Sx is performed.
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The most specific user-defined conversion operator is invoked to convert from Sx to Tx.

If Tx isnot T, then a standard implicit conversion from Tx to T is performed.

6.4.4 User-defined explicit conversions
A user-defined explicit conversion from type S to type T is processed as follows:

Find the set of types, D, from which user-defined conversion operators will be considered. This set consists
of S (if Sisaclass or struct), the base classes of S (if Sisaclass), T (if T isaclass or struct), and the base
classes of T (if T isaclass).

Find the set of applicable user-defined conversion operators, U. This set consists of the user-defined implicit
or explicit conversion operators declared by the classes or structsin D that convert from atype
encompassing or encompassed by S to atype encompassing or encompassed by T. If U is empty, the
conversion is undefined and an error occurs.

Find the most specific source type, Sx, of the operatorsin U:
If any of the operatorsin U convert from S, then Sx isS.

Otherwise, if any of the operatorsin U convert from types that encompass S, then Sx is the most
encompassed type in the combined set of source types of those operators. If no most encompassed type
can be found, then the conversion is ambiguous and an error occurs.

Otherwise, Sx is the most encompassing type in the combined set of source types of the operatorsin uU. If
no most encompassing type can be found, then the conversion is ambiguous and an error occurs.

Find the most specific target type, Tx, of the operatorsin U:
If any of the operatorsin U convertto T, then TxisT.

Otherwise, if any of the operatorsin U convert to types that are encompassed by T, then Tx is the most
encompassing type in the combined set of source types of those operators. If no most encompassing
type can be found, then the conversion is ambiguous and an error occurs.

Otherwise, Tx is the most encompassed type in the combined set of target types of the operatorsin U. If
no most encompassed type can be found, then the conversion is ambiguous and an error occurs.

If U contains exactly one user-defined conversion operator that converts from Sx to Tx, then this is the most
specific conversion operator. If no such operator exists, or if more than one such operator exists, then the
conversion is ambiguous and an error occurs. Otherwise, the user-defined conversion is applied:

If S isnot Sx, then a standard explicit conversion from S to Sx is performed.
The most specific user-defined conversion operator is invoked to convert from Sx to Tx.

If Tx isnot T, then a standard explicit conversion from Tx to T is performed.
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7. Expressions

An expression is a sequence of operators and operands that specifies a computation. This chapter defines the
syntax, order of evaluation, and meaning of expressions.

7.1 Expression classifications
An expression is classified as one of the following:

A value. Every value has an associated type.
A variable. Every variable has an associated type, namely the declared type of the variable.

A namespace. An expression with this classification can only appear as the left hand side of a member-
access (87.5.4). In any other context, an expression classified as a namespace causes an error.

A type. An expression with this classification can only appear as the left hand side of a member-access
(87.5.4). In any other context, an expression classified as a type causes an error.

A method group, which is a set of overloaded methods resulting from a member lookup (87.3). A method
group may have associated instance expression. When an instance method is invoked, the result of
evaluating the instance expression becomes the instance represented by this (87.5.7). A method group is
only permitted in an invocation-expression (87.5.5) or adelegate-creation-expression (87.5.10.3). In any
other context, an expression classified as a method group causes an error.

A property access. Every property access has an associated type, namely the type of the property. A
property access may furthermore have an associated instance expression. When an accessor (the get or set
block) of an instance property access isinvoked, the result of evaluating the instance expression becomes
the instance represented by this (87.5.7).

An event access. Every event access has an associated type, namely the type of the event. An event access
may furthermore have an associated instance expression. An event access may appear as the left hand
operand of the += and -= operators (87.13.3). In any other context, an expression classified as an event
access Calises an error.

An indexer access. Every indexer access has an associated type, namely the element type of the indexer.
Furthermore, an indexer access has an associated instance expression and an associated argument list. When
an accessor (the get or set block) of an indexer access is invoked, the result of evaluating the instance
expression becomes the instance represented by this (87.5.7), and the result of evaluating the argument list
becomes the parameter list of the invocation.

Nothing. This occurs when the expression is an invocation of a method with areturn type of void. An
expression classified as nothing is only vaid in the context of a statement-expression (88.6).

The final result of an expression is never a namespace, type, method group, or event access. Rather, as noted
above, these categories of expressions are intermediate constructs that are only permitted in certain contexts.

A property access or indexer access is always reclassified as a value by performing an invocation of the get-
accessor or the set-accessor. The particular accessor is determined by the context of the property or indexer
access: If the accessis the target of an assignment, the set-accessor isinvoked to assign a new value (87.13.1).
Otherwise, the get-accessor isinvoked to obtain the current value (87.1.1).
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7.1.1 Values of expressions

Most of the constructs that involve an expression ultimately require the expression to denote a value. In such
cases, if the actua expression denotes a namespace, a type, a method group, or nothing, an error occurs.
However, if the expression denotes a property access, an indexer access, or a variable, the vaue of the property,
indexer, or variable isimplicitly substituted:

The value of avariable is smply the value currently stored in the storage location identified by the variable.
A variable must be considered definitely assigned (85.3) before its value can be obtained, or otherwise a
compile-time error occurs.

The value of a property access expression is obtained by invoking the get-accessor of the property. If the
property has no get-accessor, an error occurs. Otherwise, a function member invocation (87.4.3) is
performed, and the result of the invocation becomes the value of the property access expression.

The value of an indexer access expression is obtained by invoking the get-accessor of the indexer. If the
indexer has no get-accessor, an error occurs. Otherwise, a function member invocation (87.4.3) is performed
with the argument list associated with the indexer access expression, and the result of the invocation
becomes the value of the indexer access expression.

7.2 Operators

Expressions are constructed from operands and operators. The operators of an expression indicate which
operations to apply to the operands. Examples of operatorsinclude +, -, *, /7, and new. Examples of operands
include literals, fields, loca variables, and expressions.

There are three types of operators:

Unary operators. The unary operators take one operand and use either prefix notation (such as —x) or postfix
notation (such as x++).

Binary operators. The binary operators take two operands and al use infix notation (such asx + y).

Ternary operator. Only oneternary operator, ?:, exists. The ternary operator takes three operands and uses
infix notation (c? x: y).

The order of evaluation of operators in an expression is determined by the precedence and associativity of the
operators (87.2.1).

Certain operators can be overloaded. Operator overloading permits user-defined operator implementations to be
specified for operations where one or both of the operands are of a user-defined class or struct type (87.2.2).

7.2.1 Operator precedence and associativity

When an expression contains multiple operators, the precedence of the operators control the order in which the
individual operators are evaluated. For example, the expression x + y * z isevaluated as x + (y * z) because
the * operator has higher precedence than the + operator. The precedence of an operator is established by the
definition of its associated grammar production. For example, an additive-expression consists of a sequence of
multiplicative-expressions separated by + or - operators, thus giving the + and - operators lower precedence
than the *, /7, and % operators.

The following table summarizes al operators in order of precedence from highest to lowest:
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Section | Category Operators

7.5 Primary ) x.y f() a[x] x++ Xx-- new
typeof sizeof checked unchecked

7.6 Unary + - b~ ++x —-x (T)x

7.7 Multiplicative /%

1.7 Additive + -

7.8 Shift << >>

79 Relational < > <= >= 1is

79 Equality == I=

7.10 Logical AND &

7.10 Logica XOR "

7.10 Logical OR I

711 Conditional AND | &&

711 Conditional OR 11

7.12 Conditional ?:

7.13 Assignment = F= /= %= 4= = <<= >>= &= M= =

When an operand occurs between two operators with the same precedence, the associativity of the operators
controls the order in which the operations are performed:

Except for the assignment operators, al binary operators are | eft-associative, meaning that operations are
performed from l€eft to right. For example, x + y + z isevaluated as (x + y) + z.

The assignment operators and the conditional operator (?:) are right-associative, meaning that operations
are performed from right to left. For example, x =y = z isevaluated as x = (y = z).

Precedence and associativity can be controlled using parentheses. For example, x + y * z first multipliesy by z
and then adds the result to x, but (x + y) * z first adds x and y and then multiplies the result by z.

7.2.2 Operator overloading

All unary and binary operators have predefined implementations that are automatically available in any
expression. In addition to the predefined implementations, user-defined implementations can be introduced by
including operator declarations in classes and structs (810.9). User-defined operator implementations always
take precedence over predefined operator implementations: Only when no applicable user-defined operator
implementations exist will the predefined operator implementations be considered.

The overloadable unary operatorsare:

+ -

! ~ ++

true false

The overloadable binary operatorsare:

+ -

* % &

| n << >> == 1= > < >=

<=

Only the operators listed above can be overloaded. In particular, it is not possible to overload member access,
method invocation, or the =, &&, | |, ?:, new, typeof, sizeof, and is operators.
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When an binary operator is overloaded, the corresponding assignment operator is also implicitly overloaded. For
example, an overload of operator * is also an overload of operator *=. Thisis described further in §7.13. Note
that the assignment operator itself (=) cannot be overloaded. An assignment always performs a smple bit-wise
copy of avalueinto avariable.

Cast operations, such as (T)x, are overloaded by providing user-defined conversions (86.4).

Element access, such asa[x], is hot considered an overloadable operator. Instead, user-defined indexing is
supported through indexers (810.8).

In expressions, operators are referenced using operator notation, and in declarations, operators are referenced
using functional notation. The following table shows the relationship between operator and functional notations
for unary and binary operators. In the first entry, op denotes any overloadable unary operator. In the second
entry, op denotes the unary ++ and -- operators. In the third entry, op denotes any overloadable binary operator.

Operator notation | Functional notation
op x operator op(x)
X 0P operator op(x)
X0opy operator op(x, y)

User-defined operator declarations always require at least one of the parameters to be of the class or struct type
that contains the operator declaration. Thus, it is not possible for a user-defined operator to have the same
signature as a predefined operator.

User-defined operator declarations cannot modify the syntax, precedence, or associativity of an operator. For
example, the * operator is always a binary operator, aways has the precedence level specified in 87.2.1, and is
always left-associative.

While it is possible for a user-defined operator to perform any computation it pleases, implementations that
produce results other than those that are intuitively expected are strongly discouraged. For example, an
implementation of operator == should compare the two operands for equality and return an appropriate resullt.

The descriptions of individua operatorsin 87.5 through §7.13 specify the predefined implementations of the
operators and any additional rules that apply to each operator. The descriptions make use of the termsunary
operator overload resolution, binary operator overload resolution, and numeric promotion, definitions of which
are found in the following sections.

7.2.3 Unary operator overload resolution

An operation of the form op x or x op, where op is an overloadable unary operator, and x is an expression of
type X, is processed as follows:

The set of candidate user-defined operators provided by X for the operation operator op(x) is determined
using the rules of §7.2.5.

If the set of candidate user-defined operators is not empty, then this becomes the set of candidate operators
for the operation. Otherwise, the predefined unary operator op implementations become the set of
candidate operators for the operation. The predefined implementations of a given operator are specified in
the description of the operator (87.5and 8§7.6).

The overload resolution rules of §7.4.2 are applied to the set of candidate operators to select the best
operator with respect to the argument list (x), and this operator becomes the result of the overload
resolution process. If overload resolution fails to select a single best operator, an error occurs.
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7.2.4 Binary operator overload resolution

An operation of the form x op y, where op is an overloadable binary operator, x is an expression of type X, and
y isan expression of typeY, is processed as follows:

The set of candidate user-defined operators provided by X and Y for the operation operator op(x, y) is
determined. The set consists of the union of the candidate operators provided by X and the candidate
operators provided by Y, each determined using the rules of 87.2.5. If Xand Y are the same type, or if X and
Y are derived from a common base type, then shared candidate operators only occur in the combined set
once.

If the set of candidate user-defined operators is not empty, then this becomes the set of candidate operators
for the operation. Otherwise, the predefined binary operator op implementations become the set of
candidate operators for the operation. The predefined implementations of a given operator are specified in
the description of the operator (87.7 through §7.13).

The overload resolution rules of 8§7.4.2 are applied to the set of candidate operators to select the best
operator with respect to the argument list (x, y), and this operator becomes the result of the overload
resolution process. If overload resolution fails to select a single best operator, an error occurs.

7.2.5 Candidate user-defined operators

Given atype T and an operation operator op(A), where op is an overloadable operator and A is an argument
ligt, the set of candidate user-defined operators provided by T for operator op(A) isdetermined as follows:

For all operator op declarationsin T, if at least one operator is applicable (87.4.2.1) with respect to the
argument list A, then the set of candidate operators consists of al applicable operator op declarationsin T.

Otherwise, if T isobject, the set of candidate operators is empty.

Otherwise, the set of candidate operators provided by T isthe set of candidate operators provided by the
direct base class of T.

7.2.6 Numeric promotions

Numeric promotion consists of automatically performing certain implicit conversions of the operands of the
predefined unary and binary numeric operators. Numeric promation is not a distinct mechanism, but rather an
effect of applying overload resolution to the predefined operators. Numeric promotion specifically does not
affect evaluation of user-defined operators, athough user-defined operators can be implemented to exhibit
similar effects.

As an example of numeric promotion, consider the predefined implementations of the binary * operator:

int operator *(int x, int y);

uint operator *(uint x, uint y);

long operator *(long x, long y);

ulong operator *(ulong x, ulong y);

float operator *(float x, float y);
double operator *(double x, double y);
decimal operator *(decimal x, decimal y);

When overload resolution rules (87.4.2) are applied to this set of operators, the effect isto select the first of the
operators for which implicit conversions exist from the operand types. For example, for the operation b * s,
where b isabyte and s isashort, overload resolution selects operator *(int, int) asthe best operator.
Thus, the effect isthat b and s are converted to int, and the type of the result is int. Likewise, for the
operation i * d, where i isan intand d isadouble, overload resolution selects operator *(double,
double) asthe best operator.
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7.2.6.1 Unary numeric promotions

Unary numeric promotion occurs for the operands of the predefined +, —, and ~ unary operators. Unary numeric
promotion simply consists of converting operands of type sbyte, byte, short, ushort, or char to type int.
Additionaly, for the unary — operator, unary numeric promotion converts operands of type uint to type long.

7.2.6.2 Binary numeric promotions

Binary numeric promotion occurs for the operands of the predefined +, —, *, 7, %, &, |, ~, ==, 1=, >, <, >=, and
<= binary operators. Binary numeric promation implicitly converts both operands to a common type which, in
case of the non-relational operators, also becomes the result type of the operation. Binary numeric promotion
consists of applying the following rules, in the order they appear here:

If either operand is of type decimal, the other operand is converted to type decimal, or an error occurs if
the other operand is of type float or double.

Otherwiseg, if either operand is of type double, the other operand is converted to type double.
Otherwise, if either operand is of type float, the other operand is converted to type float.

Otherwisg, if either operand is of type ulong, the other operand is converted to type ulong, or an error
occurs if the other operand is of type sbyte, short, int, or long.

Otherwisg, if either operand is of type long, the other operand is converted to type long.

Otherwiseg, if either operand is of type uint and the other operand is of type sbyte, short, or int, both
operands are converted to type long.

Otherwise, if either operand is of type uint, the other operand is converted to type uint.
Otherwise, both operands are converted to type int.

Note that the first rule disallows any operations that mix the decimal type with the doublle and Float types.
The rule follows from the fact that there are no implicit conversions between the decimal type and the double
and float types.

Also note that it is not possible for an operand to be of type ulong when the other operand is of a signed
integral type. The reason is that no integral type exists that can represent the full range of ulong aswell asthe
signed integral types.

In both of the above cases, a cast expression can be used to explicitly convert one operand to atype that is
compatible with the other operand.

In the example

decimal AddPercent(decimal x, double percent) {
return x * (1.0 + percent /7 100.0);
}

a compile-time error occurs because adecimal cannot be multiplied by adouble. The error is resolved by
explicitly converting the second operand to decimal:

decimal AddPercent(decimal x, double percent) {
return x * (decimal)(1.0 + percent / 100.0);
}

7.3 Member lookup

A member lookup is the process whereby the meaning of a name in the context of atype is determined. A
member lookup may occur as part of evaluating a smple-name (87.5.2) or a member-access(87.5.4) in an
expression.
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A member lookup of aname N inatype T is processed as follows:

First, the set of all accessible (83.3) members named N declared in T and the base types (87.3.1) of T is
constructed. Declarations that include an override modifier are excluded from the set. If no members
named N exist and are accessible, then the lookup produces no match, and the following steps are not
evaluated.

Next, members that are hidden by other members are removed from the set. For every member S_M in the
set, where S in the type in which the member M is declared, the following rules are applied:

If M isaconstant, field, property, event, type, or enumeration member, then all members declared in a
base type of S are removed from the set.

If M isamethod, then all non-method members declared in a base type of S are removed from the set,
and all methods with the same signature as M declared in a base type of S are removed from the set.

Findly, having removed hidden members, the result of the lookup is determined:
If the set consists of a single non-method member, then this member is the result of the lookup.
Otherwise, if the set contains only methods, then this group of methods is the result of the lookup.

Otherwise, the lookup is ambiguous, and a compile-time error occurs (this situation can only occur for a
member lookup in an interface that has multiple direct base interfaces).

For member lookups in types other than interfaces, and member lookups in interfaces that are strictly single-
inheritance (each interface in the inheritance chain has exactly zero or one direct base interface), the effect of the
lookup rulesis smply that derived members hide base members with the same name or signature. Such single-
inheritance lookups are never ambiguous. The ambiguities that can possibly arise from member lookups in
multiple-inheritance interfaces are described in 813.2.5.

7.3.1 Base types
For purposes of member lookup, atype T is considered to have the following base types:

If Tisobject, then T has no base type.

If T isavalue-type, the base type of T isthe classtype object.

If T isaclasstype, the base types of T are the base classes of T, including the classtype object.
If T isan interface-type, the base types of T are the base interfaces of T and the classtype object.
If T isan array-type, the base types of T are the classtypes System.Array and object.

If T isadeegate-type, the base types of T are the class types System.Delegate and object.

7.4 Function members

Function members are members that contain executable statements. Function members are always members of
types and cannot be members of namespaces. C# defines the following five categories of function members:

Constructors
Methods
Properties
Indexers

User-defined operators
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The statements contained in function members are executed through function member invocations. The actual
syntax for writing a function member invocation depends on the particular function member category. However,
all function member invocations are expressions, alow arguments to be passed to the function member, and
alow the function member to compute and return a resullt.

The argument list (87.4.1) of afunction member invocation provides actual values or variable references for the
parameters of the function member.

Invocations of constructors, methods, indexers, and operators employ overload resolution to determine which of
a candidate set of function membersto invoke. This processis described in §87.4.2.

Once a particular function member has been identified at compile-time, possibly through overload resolution,
the actual run-time process of invoking the function member is described in §7.4.3.

The following table summarizes the processing that takes place in constructs involving the five categories of
function members. In the table, e, x, y, and value indicate expressions classified as variables or values, T
indicates an expression classified as atype, F isthe smple name of a method, and P is the smple name of a

property.

Construct Example Description

Congtructor new T(x, y) Overload resolution is applied to select the best constructor in

invocation the class or struct T. The constructor isinvoked with the
argument list (x, y).

Method F(X, ) Overload resolution is applied to select the best method F in the

invocation containing class or struct. The method is invoked with the

argument list (x, y). If the method is not static, the instance
expression is this.

T.F(X, y) Overload resolution is applied to select the best method F in the
classor struct T. An error occurs if the method is not static.
The method is invoked with the argument list (x, y).

e.F(x, y) Overload resolution is applied to select the best method F in the
class, struct, or interface given by the type of e. An error occurs
if the method is static. The method is invoked with the
instance expression e and the argument list (x, y).

Property P The get accessor of the property P in the containing class or
access struct isinvoked. An error occursif P iswrite-only. If P is not
static, theinstance expressionis this.

P =value The set accessor of the property P in the containing class or
struct is invoked with the argument list (value). An error
occursif P isread-only. If P isnot static, the instance
expression is this.

T.P The get accessor of the property P in the class or struct T is
invoked. An error occursif P isnot static or if P iswrite-
only.

T.P=value The set accessor of the property P in the class or struct T is

invoked with the argument list (value). An error occurs if P
isnot static or if P isread-only.
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Construct Example Description

e.P The get accessor of the property P in the class, struct, or
interface given by the type of e isinvoked with the instance
expression e. An error occurs if P isstatic or if P iswrite-
only.

e.P =value The set accessor of the property P in the class, struct, or
interface given by the type of e isinvoked with the instance
expression e and the argument list (value). An error occurs if
P isstatic or if P isread-only.

Indexer e[x, yl Overload resolution is applied to select the best indexer in the
access class, struct, or interface given by the type of e. The get
accessor of the indexer is invoked with the instance expression
e and the argument list (x, y). An error occurs if the indexer
iswrite-only.

e[x, y] = value | Overload resolution is applied to select the best indexer in the
class, struct, or interface given by the type of e. The set
accessor of the indexer isinvoked with the instance expression
e and the argument list (x, y, value). An error occursif the
indexer is read-only.

Operator -X Overload resolution is applied to select the best unary operator
invocation in the class or struct given by the type of x. The selected
operator isinvoked with the argument list (x).
X+y Overload resolution is applied to select the best binary operator

in the classes or structs given by the types of x and y. The
selected operator isinvoked with the argument list (x, y).

7.4.1 Argument lists

Every function member invocation includes an argument list which provides actual values or variable references
for the parameters of the function member. The syntax for specifying the argument list of a function member
invocation depends on the function member category:

For congtructors, methods, and delegates, the arguments are specified as an argument-list, as described
below.

For properties, the argument list is empty when invoking the get accessor, and consists of the expression
specified as the right operand of the assignment operator when invoking the set accessor.

For indexers, the argument list consists of the expressions specified between the square brackets in the
indexer access. When invoking the set accessor, the argument list additionally includes the expression
specified as the right operand of the assignment operator.

For user-defined operators, the argument list consists of the single operand of the unary operator or the two
operands of the binary operator.

The arguments of properties, indexers, and user-defined operators are aways passed as value parameters
(810.5.1.1). Reference and output parameters are not supported for these categories of function members.

The arguments of a constructor, method, or delegate invocation are specified as an argument-list:
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argument-list:
argument
argument-list , argument

argument:
expression
ref variablereference
out variable-reference

An argument-list consists of zero or more arguments, separated by commas. Each argument can take one of the
following forms:

An expression, indicating that the argument is passed as a value parameter (810.5.1.1).

The keyword ref followed by a variable-reference (85.4), indicating that the argument is passed as a
reference parameter (810.5.1.2). A variable must be definitely assigned (85.3) before it can be passed as a
reference parameter.

The keyword out followed by avariable-reference (85.4), indicating that the argument is passed as an
output parameter (810.5.1.3). A variable is considered definitely assigned (85.3) following a function
member invocation in which the variable is passed as an output parameter.

During the run-time processing of a function member invocation (87.4.3), the expressions or variable references
of an argument list are evaluated in order, from l€eft to right, as follows:

For a value parameter, the argument expression is evaluated and an implicit conversion (86.1) to the
corresponding parameter type is performed. The resulting value becomes the initia value of the value
parameter in the function member invocation.

For areference or output parameter, the variable reference is evaluated and the resulting storage location
becomes the storage location represented by the parameter in the function member invocation. If the
variable reference given as a reference or output parameter is an array element of areference-type, arun-
time check is performed to ensure that element type of the array isidentical to the type of the parameter. If
this check fails, an ArrayTypeMismatchException isthrown

The expressions of an argument list are aways evaluated in the order they are written. Thus, the example
class Test

static void F(int x, Int y, int z) {
Console.WriteLine("x = {0}, v = {1}, z = {2}, X, VY, 2);

}
static void Main(Q) {
int i = 0;
F(i++, 1++, 1++);
}
}
produces the output

Xx=0,y=1, z=2

The array co-variance rules (812.5) permit avalue of an array type A[] to be areference to an instance of an
array type B[], provided an implicit reference conversion exists from B to A. Because of these rules, when an
array element of areference-typeis passed as a reference or output parameter, a run-time check is required to
ensure that the actual element type of the array isidentical to that of the parameter. In the example

class Test

static void F(ref object x) {...}
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static void Main() {
object[] a = new object[10];
object[] b = new string[10];
F(ref a[0]); // Ok
F(ref b[1]); // ArrayTypeMismatchException

}

the second invocation of F causes an ArrayTypeMismatchException to be thrown because the actual
element type of b isstring and not object.

7.4.2 Overload resolution

Overload resolution is a mechanism for selecting the best function member to invoke given an argument list and
aset of candidate function members. Overload resolution selects the function member to invoke in the following
distinct contexts within C#:

Invocation of a method named in an invocation-expression (87.5.5).

Invocation of a constructor named in an object-creation-expression (87.5.10.1).

Invocation of an indexer accessor through an el ement-access (87.5.6).

Invocation of a predefined or user-defined operator referenced in an expression (87.2.3and §7.2.4).

Each of these contexts defines the set of candidate function members and the list of arguments in its own unique
way. However, once the candidate function members and the argument list have been identified, the selection of
the best function member is the same in all cases:

First, the set of candidate function members is reduced to those function members that are applicable with
respect to the given argument list (87.4.2.1). If this reduced set is empty, an error occurs.

Then, given the set of applicable candidate function members, the best function member in that set is
located. If the set contains only one function member, then that function member is the best function
member. Otherwise, the best function member is the one function member that is better than all other
function members with respect to the given argument list, provided that each function member is compared
to all other function members using the rulesin 87.4.2.2. If there is not exactly one function member that is
better than all other function members, then the function member invocation is ambiguous and an error
OCCUrs.

The following sections define the exact meanings of the terms applicable function member and better function
member .

7.4.2.1 Applicable function member

A function member is said to be an applicable function member with respect to an argument list A when al of
the following are true:

The number of argumentsin A isidentical to the number of parameters in the function member declaration.

For each argument in A, the parameter passing mode of the argument is identical to the parameter passing
mode of the corresponding parameter, and

for an input parameter, an implicit conversion (86.1) exists from the type of the argument to the type of
the corresponding parameter, or

for aref or out parameter, the type of the argument isidentical to the type of the corresponding
parameter.
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7.4.2.2 Better function member

Given an argument list A with a set of argument types A1, A, ..., Ay and two applicable function members Mp and
Mg with parameter types Py, P2, ..., Pv and Q1, Q2, ..., Qn, Mp is defined to be abetter function member than M if

for each argument, the implicit conversion from Ax to Px is not worse than the implicit conversion from Ax to
Qx, and

for at least one argument, the conversion from Ax to Px is better than the conversion from Ax to Qx.

7.4.2.3 Better conversion

Given an implicit conversion C; that converts from atype S to atype T1, and an implicit conversion C» that
converts from atype S to atype T2, the better conversion of the two conversionsis determined as follows:

If T: and T2 are the same type, neither conversion is better.
If S isTi, C1isthe better conversion.
If SisT>, Czisthe better conversion.

If an implicit conversion from T1 to T2 exists, and no implicit conversion from T2 to Ty exists, Ci is the better
conversion.

If an implicit conversion from T to T exists, and no implicit conversion from T to T2 exists, C» is the better
conversion.

If T1issbyte and T2 isbyte, ushort, uint, or ulong, C1 is the better conversion.
If T2 issbyte and T1 isbyte, ushort, uint, or ulong, C2 is the better conversion.
If T1isshort and T2 isushort, uint, or ulong, C1 isthe better conversion.
If T2isshort and T1 isushort, uint, or ulong, C2 isthe better conversion.
If Trisintand T2 isuint, or ulong, Ci1 isthe better conversion.
If T2isint and T1isuint, or ulong, Cz isthe better conversion.
If T1islong and T2 isulong, C: isthe better conversion.
If T2islong and T1 isulong, C2 isthe better conversion.
Otherwise, neither conversion is better.
If an implicit conversion C: is defined by these rulesto be a better conversion than an implicit conversion Co,

then it is aso the case that C2 isa worse conversion than Cs.

7.4.3 Function member invocation

This section describes the process that takes place at run-time to invoke a particular function member. It is
assumed that a compile-time process has aready determined the particular member to invoke, possibly by
applying overload resolution to a set of candidate function members.

For purposes of describing the invocation process, function members are divided into two categories.

Static function members. These are static methods, constructors, static property accessors, and user-defined
operators. Static function members are always non-virtual.

Instance function members. These are instance methods, instance property accessors, and indexer accessors.
Instance function members are either non-virtua or virtual, and are aways invoked on a particular instance.
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The instance is computed by an instance expression, and it becomes accessible within the function member
as this (87.5.7).

The run-time processing of a function member invocation consists of the following steps, where M isthe
function member and, if M is an instance member, E is the instance expression:

If M isadtatic function member:
The argument list is evaluated as described in §7.4.1.
M isinvoked.
If M is an instance function member declared in a value-type:
E isevaluated. If this evaluation causes an exception, then no further steps are executed.

If E isnot classified as avariable, then atemporary loca variable of E’stypeis created and the value of
E isassigned to that variable. E is then reclassified as a reference to that temporary loca variable. The
temporary variable is accessible as this within M, but not in any other way. Thus, only when E isatrue
variableisit possible for the caller to observe the changes that M makesto this.

The argument list is evaluated as described in §7.4.1
M isinvoked. The variable referenced by E becomes the variable referenced by this.
If M is an instance function member declared in areference-type:
E isevaluated. If this evaluation causes an exception, then no further steps are executed.
The argument list is evaluated as described in §7.4.1

If the type of E isa value-type, a boxing conversion (84.3.1) is performed to convert E to type object,
and E is considered to be of type object in the following steps.

The vaue of E is checked to be valid. If thevaue of E isnull, aNul IReferenceException is
thrown and no further steps are executed.

The function member implementation to invoke is determined: If M isanon-virtua function member,
then M is the function member implementation to invoke. Otherwise, M isavirtua function member and
the function member implementation to invoke is determined through virtual function member lookup
(87.4.4) or interface function member lookup (87.4.5).

The function member implementation determined in the step above is invoked. The object referenced by
E becomes the object referenced by this.

7.4.3.1 Invocations on boxed instances

A function member implemented in a value-type can be invoked through a boxed instance of that value-typein
the following situations:

When the function member is an override of amethod inherited from type object and is invoked
through an instance expression of type object.

When the function member is an implementation of an interface function member and is invoked through an
instance expression of an interface-type.

When the function member is invoked through a delegate.

In these Situations, the boxed instance is considered to contain a variable of the value-type, and this variable
becomes the variable referenced by this within the function member invocation. Thisin particular means that
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when a function member is invoked on a boxed instance, it is possible for the function member to modify the
value contained in the boxed instance.

7.4.4 Virtual function member lookup

7.4.5 Interface function member lookup

7.5 Primary expressions

primary-expression:
literal
simple-name
par enthesi zed-expression
member-access
invocation-expression
element-access
this-access
base-access
post-increment-expression
post-decr ement-expression
new-expression
typeof-expression
Sizeof-expression
checked-expression
unchecked-expression

7.5.1 Literals

A primary-expression that consists of aliteral (§82.5.3) is classified as avaue. The type of the value depends on
the literal asfollows:

A boolean-literal is of type bool. There are two possible boolean-literals, true and false.

An integer-literal is of type int, uint, long, or ulong, as determined by the value of the literal and by the
presence or absence of atype suffix (82.5.3.2).

A real-literal is of type float, double, or decimal, as determined by the presence or absence of atype
suffix (82.5.3.3).

A character-literal is of type char.
A string-literal is of type string.
The null-literal is of the null type.

7.5.2 Simple names
An simple-name consists of asingle identifier.

simple-name:
identifier
A simple-name is evaluated and classified as follows:

If the smple-name appears within ablock and if the block contains aloca variable or parameter with the
given name, then the simple-name refersto that local variable or parameter and is classified as a variable.
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Otherwise, for each type T, starting with the immediately enclosing class, struct, or enumeration declaration
and continuing with each enclosing outer class or struct declaration (if any), if a member lookup of the
simple-name in T produces a match:

If T istheimmediately enclosing class or struct type and the lookup identifies one or more methods, the
result is a method group with an associated instance expression of this.

If T istheimmediately enclosing class or struct type, if the lookup identifies an instance member, and if
the reference occurs within the block of a constructor, an instance method, or an instance accessor, the
result is exactly the same as a member access (87.5.4) of the form this.E, where E isthesimple-name.

Otherwise, the result is exactly the same as a member access (87.5.4) of theform T.E, where E isthe
simple-name. In this casg, it is an error for the smple-name to refer to an instance member.

Otherwise, starting with the namespace declaration in which the simple-name occurs (if any), continuing
with each enclosing namespace declaration (if any), and ending with the global namespace, the following
steps are evaluated until an entity is located:

If the namespace contains a namespace member with the given name, then the simple-name refersto
that member and, depending on the member, is classified as a namespace or atype.

Otherwise, if the namespace declaration contains a using-alias-directive that associates the given name
with an imported namespace or type, then the smple-name refers to that namespace or type.

Otherwisg, if the namespaces imported by the using-namespace-directives of the namespace declaration
contain exactly one type with the given name, then the simple-name refersto that type.

Otherwise, if the namespaces imported by the using-namespace-directives of the namespace declaration
contain more than one type with the given name, then the simple-name is ambiguous and an error
occurs.

Otherwise, the name given by the simple-name is undefined and an error occurs.

7.5.2.1 Invariant meaning in blocks

For each occurrence of agiven identifier asa simple-name in an expression, every other occurrence of the same
identifier as asimple-name in an expression within the immediately enclosing block (88.2) or switch-block
(88.7.2) must refer to the same entity. This rule ensures that the meaning of an name in the context of an
expression is always the same within a block.

The example

class Test

double Xx;

void F(bool b) {
X = 1.0;

if (b) {
int x = 1;
}

}
}

isin error because x refers to different entities within the outer block (the extent of which includes the nested
block in the i ¥ statement). In contrast, the example

class Test

double Xx;
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void F(bool b) {
if (b)) {
X =1

}

else {
int x

}

.0;

= 1;

}
}

is permitted because the name x is never used in the outer block.

Note that the rule of invariant meaning applies only to smple names. It is perfectly valid for the same identifier
to have one meaning as a smple name and another meaning as right operand of a member access (87.5.4). For
example:

struct Point

{ .
int x, y;
public Point(int x, int y) {
this.x = X;
this.y = y;
}
}

The example above illustrates a common pattern of using the names of fields as parameter namesin a
constructor. In the example, the smple names x and y refer to the parameters, but that does not prevent the
member access expressions this. x and this.y from accessing the fields.

7.5.3 Parenthesized expressions
A parenthesized-expression consists of an expression enclosed in parentheses.
par enthesi zed-expression:
( expresson )
A parenthesized-expression is evaluated by evaluating the expression within the parentheses. If the expression

within the parentheses denotes a namespace, type, or method group, an error occurs. Otherwise, the result of the
parenthesi zed-expression is the result of the evaluation of the contained expression.

7.5.4 Member access
A member-access consists of aprimary-expression or a predefined-type, followed by a“.” token, followed by
an identifier.
member-access:
primary-expression . identifier
predefined-type . identifier
predefined-type: one of

bool byte char decimal double float int long
object shyte short string uint ullong ushort

A member-accessof theform E. 1, where E isa primary-expression or apredefined-type and 1 isan identifier,
is evaluated and classified as follows:

If E isanamespace and 1 is the name of an accessible member of that namespace, then the result is that
member and, depending on the member, is classified as a namespace or atype.

If E is apredefined-type or aprimary-expression classified as a type, and a member lookup (87.3) of 1inE
produces a match, then E. I isevaluated and classified as follows:
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If 1 identifies atype, then the result is that type.

If 1 identifies one or more methods, then the result is a method group with no associated instance
expression.

If I identifies astatic property, then the result is a property access with no associated instance
expression.

If 1 identifiesastaticfidd:

If the fidd is readonly and the reference occurs outside the static constructor of the class or struct
inwhich the field is declared, then the result is a value, namely the value of the static field 1 inE.

Otherwise, the result isa variable, namely the static field 1 in E.
If 1 identifies astatic event:

If the reference occurs within the class or struct in which the event isdeclared, then E. 1 is
processed exactly asif I was adtatic field or property.

Otherwise, the result is an event access with no associated instance expression.
If I identifies a constant, then the result is a value, namely the value of that constant.

If I identifies an enumeration member, then the result is a value, namely the value of that enumeration
member.

Otherwise, E. I isan invalid member reference, and an error occurs.

If E isaproperty access, indexer access, variable, or value, the type of which is T, and a member lookup
(87.3) of 1in T produces amatch, then E. I is evauated and classified as follows:

Firg, if E isaproperty or indexer access, then the value of the property or indexer access is obtained
(87.1.1) and E isreclassified as a value.

If 1 identifies one or more methods, then the result is a method group with an associated instance
expression of E.

If 1 identifies an instance property, then the result is a property access with an associated instance
expression of E.

If Tisaclasstype and 1 identifies an instance field of that class-type:
If thevaueof E isnull, then aNul IReferenceException isthrown.

Otherwisg, if thefield is readonly and the reference occurs outside an instance constructor of the
classin which the field is declared, then the result is a value, namely the value of thefield I in the
object referenced by E.

Otherwise, the result is a variable, namely the field 1 in the object referenced by E.
If T isastruct-typeand 1 identifies an instance field of that struct-type:

If Eisavaue, or if thefidd is readonly and the reference occurs outside an instance constructor
of the struct in which the field is declared, then the result is a value, namely the value of the field 1
in the struct instance given by E.

Otherwise, the result is a variable, namely the field 1 in the struct instance given by E.

If 1 identifies an instance event:
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If the reference occurs within the class or struct in which the event isdeclared, then E. 1 is
processed exactly asif 1 was an instance field or property.

Otherwise, the result is an event access with an associated instance expression of E.

Otherwise, E. 1 isan invalid member reference, and an error occurs.

7.5.4.1 Identical simple names and type names

In amember access of theform E. I, if E isasingle identifier, and if the meaning of E as a smple-name (87.5.2)
is a constant, field, property, locd variable, or parameter with the same type as the meaning of E as a type-name
(83.6), then both possible meanings of E are permitted. The two possible meanings of E. 1 are never ambiguous,
since I must necessarily be a member of the type E in both cases. In other words, the rule smply permits access
to the static members of E where an error would have otherwise occurred. For example:

struct Color

{
public static readonly Color White = new Color(...);
public static readonly Color Black = new Color(...);
public Color Complement() {.--}
}
class A
{ _ _
public Color Color; // Field Color of type Color
void FQO
Color = Color.Black; // References Color_Black static member
Color = Color.Complement(); // Invokes Complement() on Color field
static void GO {
Color c = Color._White; // References Color_White static member
}

Within the A class, those occurrences of the Collor identifier that reference the Collor type are underlined, and
those that reference the Collor field are not underlined.

7.5.5 Invocation expressions
An invocation-expression is used to invoke a method.

invocation-expression:
primary-expression ( argument-listy, )

The primary-expression of an invocation-expression must be a method group or avalue of adelegate-type. If the
primary-expression is a method group, the invocation-expression is a method invocation (87.5.5.1). If the
primary-expression is a vaue of adelegate-type, the invocation-expression is a delegate invocation (87.5.5.2). If
the primary-expression is neither a method group nor a value of a delegate-type, an error occurs.

The optiona argument-list (87.4.1) provides values or variable references for the parameters of the method.
The result of evaluating an invocation-expressionis classified as follows:

If the invocation-expression invokes a method or delegate that returns void, the result is nothing. An
expression that is classified as nothing cannot be an operand of any operator, and is permitted only in the
context of a statement-expression (88.6).

Otherwise, the result is a value of the type returned by the method or delegate.
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7.5.5.1 Method invocations

For a method invocation, the primary-expression of the invocation-expression must be a method group. The
method group identifies the one method to invoke or the set of overloaded methods from which to choose a
specific method to invoke. In the latter case, determination of the specific method to invoke is based on the
context provided by the types of the arguments in the argument-list.

The compile-time processing of a method invocation of the form M(A), where M isamethod group and A is an
optiona argument-list, consists of the following steps:

The set of candidate methods for the method invocation is constructed. Starting with the set of methods
associated with M, which were found by a previous member lookup (87.3), the set is reduced to those
methods that are applicable with respect to the argument list A. The set reduction consists of applying the
following rulesto each method T.N in the set, where T isthe type in which the method N is declared:

If N is not applicable with respect to A (87.4.2.1), then N is removed from the set.

If N is applicable with respect to A (87.4.2.1), then al methods declared in a base type of T are removed
from the set.

If the resulting set of candidate methods is empty, then no applicable methods exist, and an error occurs. If
the candidate methods are not al declared in the same type, the method invocation is ambiguous, and an
error occurs (this latter situation can only occur for an invocation of a method in an interface that has
multiple direct base interfaces, as described in §13.2.5).

The best method of the set of candidate methods is identified using the overload resolution rules of §7.4.2. If
asingle best method cannot be identified, the method invocation is ambiguous, and an error occurs.

Given a best method, the invocation of the method is vaidated in the context of the method group: If the
best method is a static method, the method group must have resulted from a simple-name or a member-
access through atype. If the best method is an instance method, the method group must have resulted from a
simple-name, a member-access through a variable or value, or a base-access. If neither of these

requirements are true, a compile-time error occurs.

Once amethod has been selected and validated at compile-time by the above steps, the actua run-time
invocation is processed according to the rules of function member invocation described in §7.4.3.

The intuitive effect of the resolution rules described above is as follows: To locate the particular method
invoked by a method invocation, start with the type indicated by the method invocation and proceed up the
inheritance chain until at least one applicable, accessible, non-override method declaration is found. Then
perform overload resolution on the set of applicable, accessible, non-override methods declared in that type and
invoke the method thus selected.

7.5.5.2 Delegate invocations

For a delegate invocation, the primary-expression of the invocation-expression must be avalue of a delegate-
type. Furthermore, considering the delegate-type to be a function member with the same parameter list as the
delegate-type, the delegate-type must be applicable (87.4.2.1) with respect to the argument-list of the
invocati on-expression.

The run-time processing of a delegate invocation of the form D(A), where D isa primary-expression of a
delegate-type and A isan optiona argument-list, consists of the following steps:

D isevauated. If this evaluation causes an exception, no further steps are executed.

The vaue of D is checked to be valid. If the value of D isnull, aNul IReferenceException isthrown
and no further steps are executed.

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 99



C# LANGUAGE REFERENCE

Otherwise, D is reference to a delegate instance. A function member invocation (87.4.3) is performed on the
method referenced by the delegate. If the method is an instance method, the instance of the invocation
becomes the instance referenced by the delegate.

7.5.6 Element access

An element-access consists of a primary-expression, followed by a“[“ token, followed by an expression-list,
followed by a“]” token. The expression-list consists of one or more expressions, separated by commeas.

element-access:
primary-expression [ expression-list ]

expression-list:
expression
expression-list , expresson
If the primary-expression of an element-access isavalue of an array-type, the element-accessis an array access
(87.5.6.1). Otherwise, the primary-expression must be a variable or vaue of a class, struct, or interface type that
has one or more indexer members, and the element-access is then an indexer access (87.5.6.2).

7.5.6.1 Array access

For an array access, the primary-expression of the element-access must be a value of an array-type. The number
of expressions in the expression-list must be the same as the rank of thearray-type, and each expression must be
of type int or of atypethat can be implicitly converted to int.

The result of evaluating an array access is a variable of the element type of the array, namely the array element
selected by the value(s) of the expression(s) in the expression-list.

The run-time processing of an array access of the form P[A], where P isa primary-expression of an array-type
and A isan expression-list, consists of the following steps:

P isevauated. If this evaluation causes an exception, no further steps are executed.

The index expressions of the expression-list are evaluated in order, from left to right. Following evaluation
of each index expression, an implicit conversion (86.1) to type int is performed. If evaluation of an index
expression or the subsequent implicit conversion causes an exception, then no further index expressions are
evauated and no further steps are executed.

Thevalue of P is checked to be valid. If thevaue of P isnull, aNul IReferenceException isthrown
and no further steps are executed.

The vaue of each expression in the expression-list is checked against the actua bounds of each dimension
of the array instance referenced by P. If one or more values are out of range, an
IndexOutOfRangeException isthrown and no further steps are executed.

The location of the array element given by the index expression(s) is computed, and this location becomes
the result of the array access.

7.5.6.2 Indexer access

For an indexer access, the primary-expression of the element-access must be a variable or value of aclass,
struct, or interface type, and this type must implement one or more indexers that are applicable with respect to
the expression-list of the element-access.

The compile-time processing of an indexer access of the form P[A], where P isaprimary-expression of aclass,
struct, or interface type T, and A isan expression-list, consists of the following steps:
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The set of indexers provided by T is constructed. The set consists of all indexers declared in T or a base type
of T that are not override declarations and are accessible in the current context (83.3).

The set is reduced to those indexers that are applicable and not hidden by other indexers. The following
rules are applied to each indexer S. 1 in the set, where S is the type in which the indexer 1 is declared:

If 1 isnot applicable with respect to A (87.4.2.1), then 1 isremoved from the set.

If 1 isapplicable with respect to A (87.4.2.1), then all indexers declared in a base type of S areremoved
from the set.

If the resulting set of candidate indexers is empty, then no applicable indexers exist, and an error occurs. If
the candidate indexers are not al declared in the same type, the indexer access is ambiguous, and an error
occurs (this latter situation can only occur for an indexer access on an instance of an interface that has
multiple direct base interfaces).

The best indexer of the set of candidate indexersis identified using the overload resolution rules of §7.4.2. If
asingle best indexer cannot be identified, the indexer access is ambiguous, and an error occurs.

The result of processing the indexer access is an expression classified as an indexer access. The indexer
access expression references the indexer determined in the step above, and has an associated instance
expression of P and an associated argument list of A.

Depending on the context in which it is used, an indexer access causes invocation of either the get-accessor or
the set-accessor of the indexer. If the indexer access is the target of an assignment, the set-accessor isinvoked
to assign anew vaue (87.13.1). In dl other cases, the get-accessor isinvoked to obtain the current value
(87.1.2).

7.5.6.3 String indexing
The string classimplements an indexer that allows the individual characters of a string to be accessed. The
indexer of the string class has the following declaration:

public char this[int index] { get; }

In other words, a read-only indexer that takes a single argument of type int and returns an element of type
char. Values passed for the index argument must be greater than or equal to zero and less than the length of
the string.

7.5.7 This access
A this-access consists of the reserved word this.
this-access:
this
A this-accessis permitted only in the block of a constructor, an instance method, or an instance accessor. It has
one of the following meanings:

When this isused in a primary-expression within a constructor of aclass, it is classified asavalue. The
type of the value is the class within which the reference occurs, and the value is a reference to the object
being constructed.

When this isused in a primary-expression within an instance method or instance accessor of aclass, it is
classified asavalue. The type of the value is the class within which the reference occurs, and the value isa
reference to the object for which the method or accessor was invoked.

When this isused in a primary-expression within a constructor of astruct, it is classified asavariable. The
type of the variable is the struct within which the reference occurs, and the variable represents the struct
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being constructed. The this variable of a constructor of a struct behaves exactly the same as an out
parameter of the struct type—thisin particular means that the variable must be definitely assigned in every
execution path of the constructor.

When this isused in a primary-expression within an instance method or instance accessor of a struct, it is
classified as avariable. The type of the variable is the struct within which the reference occurs, and the
variable represents the struct for which the method or accessor was invoked. The this variable of an
instance method of a struct behaves exactly the same as a ref parameter of the struct type.

Use of this inaprimary-expression in a context other than the ones listed above is an error. In particular, it is
not possible to refer to this in astatic method, a static property accessor, or in avariable-initializer of afield
declaration.

7.5.8 Base access

A base-access consists of the reserved word base followed by either a“.” token and an identifier or an
expression-list enclosed in square brackets:

base-access:
base . identifier
base [ expresson-list ]

A base-access is used to access base class members that are hidden by similarly named members in the current
classor struct. A base-access is permitted only in the block of a constructor, an instance method, or an instance
accessor. When base . I occursin aclassor struct, 1 must denote a member of the base class of that class or
struct. Likewise, when base[E] occursin aclass, an gpplicable indexer must exist in the base class.

At compile-time, base-access expressions of the form base . 1 and base[E] are evaluated exactly asif they
werewritten ((B)this) .1 and ((B)this)[E], where B is the base class of the class or struct in which the
construct occurs. Thus, base. I and base[E] correspond to this. 1 and this[E], except this isviewed as
an instance of the base class.

When abase-access references a function member (a method, property, or indexer), the function member is
considered non-virtua for purposes of function member invocation (87.4.3). Thus, within an override of a
virtual function member, a base-access can be used to invoke the inherited implementation of the function
member. If the function member referenced by abase-access is abstract, an error occurs.

7.5.9 Postfix increment and decrement operators

post-increment-expression:
primary-expression ++

post-decr ement-expression:
primary-expression --

The operand of a postfix increment or decrement operation must be an expression classified as avariable, a
property access, or an indexer access. The result of the operation is avalue of the same type as the operand.

If the operand of a postfix increment or decrement operation is a property or indexer access, the property or
indexer must have both aget and aset accessor. If thisis not the case, a compile-time error occurs.

Unary operator overload resolution (87.2.3) is applied to select a specific operator implementation. Predefined
++ and -- operators exist for the following types: sbyte, byte, short, ushort, int, uint, long, ulong,
char, float, double, decimal, and any enum type. The predefined ++ operators return the value produced
by adding 1 to the argument, and the predefined -- operators return the value produced by subtracting 1 from
the argument.
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The run-time processing of a postfix increment or decrement operation of the form x++ or x-- consists of the
following steps:

If x isclassified as avariable:
x is evaluated to produce the variable.
The value of x is saved.
The selected operator is invoked with the saved value of x asits argument.
The vaue returned by the operator is stored in the location given by the evaluation of x.
The saved value of x becomes the result of the operation.
If x is classified as a property or indexer access.

The instance expression (if x isnot static) and the argument list (if x isan indexer access) associated
with x are evaluated, and the results are used in the subsequent get and set accessor invocations.

The get accessor of x isinvoked and the returned value is saved.
The selected operator isinvoked with the saved value of x asits argument.
The set accessor of x isinvoked with the value returned by the operator asits value argument.

The saved value of x becomes the result of the operation.

The ++ and -- operators also support prefix notation, as described in §87.6.7. The result of x++ or x-- isthe
value of x before the operation, whereas the result of ++x or --x isthe value of x after the operation. In either
case, x itself has the same value after the operation.

An operator ++ Or operator -- implementation can be invoked using either postfix and prefix notation. It is
not possible to have separate operator implementations for the two notations.

7.5.10 new operator
The new operator is used to create new instances of types.

New-expression:
obj ect-creation-expression
array-creation-expression
del egate-creation-expression

There are three forms of new expressions:
Object creation expressions are used to create a new instances of class types and value types.
Array creation expressions are used to create new instances of array types.
Delegate creation expressions are used to create new instances of delegate types.

The new operator implies creation of an instance of atype, but does not necessarily imply dynamic alocation of
memory. In particular, instances of value types require no additional memory beyond the variables in which they
reside, and no dynamic alocations occur when new is used to create instances of value types.

7.5.10.1 Object creation expressions
An object-creation-expression is used to creste a new instance of a class-type or avalue-type.

obj ect-creation-expression:
new type ( argument-list,, )
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The type of an object-creation-expression must be aclass-type or a value-type. The type cannot be an abstract
class-type

The optiona argument-list (87.4.1) is permitted only if the type isa class-type or astruct-type.

The compile-time processing of an object-creation-expression of the form new T(A), where T isaclass-typeor
avalue-type and A isan optional argument-list, consists of the following steps:

If T isavalue-typeand A is not present:

The object-creation-expression is a default constructor invocation. The result of the object-creation-
expressionisavaue of type T, namely the default value for T as defined in 84.1.1

Otherwise, if T isaclass-type or a struct-type:
If Tisan abstract class-type, an error occurs.

The congtructor to invoke is determined using the overload resolution rules of 8§7.4.2. The set of
candidate constructors consists of all accessible constructors declared in T. If the set of candidate
constructors is empty, or if asingle best constructor cannot be identified, an error occurs.

The result of the object-creation-expression is a value of type T, namely the value produced by invoking
the constructor determined in the step above.

Otherwise, the object-creation-expressionisinvalid, and an error occurs.

The run-time processing of an object-creation-expression of the form new T(A), where T is class-typeor a
struct-typeand A isan optiona argument-list, consists of the following steps.

If T isaclasstype:

A new instance of class T is alocated. If there is not enough memory available to alocate the new
instance, an OutOfMemoryException isthrown and no further steps are executed.

All fields of the new instance are initiaized to their default values (85.2).

The congtructor is invoked according to the rules of function member invocation (87.4.3). A reference to
the newly alocated instance is automatically passed to the constructor and the instance can be accessed
from within the constructor as this.

If T isastruct-type:

An instance of type T is created by allocating a temporary local variable. Since a constructor of a struct-
type is required to definitely assign a vaue to each field of the instance being created, no initiaization
of the temporary variable is necessary.

The constructor is invoked according to the rules of function member invocation (87.4.3). A reference to
the newly allocated instance is automatically passed to the constructor and the instance can be accessed
from within the constructor as this.

7.5.10.2 Array creation expressions
An array-creation-expression is used to create a new instance of an array-type.
array-creation-expression:
new non-array-type [ expresson-list ] rank-specifiers, array-initializer oy
new array-type array-initializer

An array creation expression of first form allocates an array instance of the type that results from deleting each
of the individual expressions from the expression list. For example, the array creation expression new int[10,
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207] produces an array instance of type int[,], and the array creation expression new int[10][,] produces
an array of type int[][,]. Each expression in the expression list must be of type int or of atype that can be
implicitly converted to int. The value of each expression determines the length of the corresponding dimension
in the newly allocated array instance.

If an array creation expression of the first form includes an array initiaizer, each expression in the expression
list must be a constant and the rank and dimension lengths specified by the expression list must match those of
the array initializer.

In an array creation expression of the second form, the rank of the specified array type must match that of the
array initializer. The individua dimension lengths are inferred from the number of elementsin each of the
corresponding nesting levels of the array initializer. Thus, the expression

new int[,] {{0, 1}, {2, 3}, {4, 5}}:
exactly corresponds to

new int[3, 2] {{0, 1}, {2, 3}, {4, 5}};
Array initiaizers are further described in §12.6.

The result of evaluating an array creation expression is classified as a value, namely a reference to the newly
alocated array instance. The run-time processing of an array creation expression consists of the following steps:

The dimension length expressions of the expression-list are evaluated in order, from left to right. Following
evauation of each expression, an implicit conversion (86.1) to type int is performed. If evaluation of an
expression or the subsequent implicit conversion causes an exception, then no further expressions are
evaluated and no further steps are executed.

The computed values for the dimension lengths are vaidated. If one or more of the values are less than zero,
an IndexOutOfRangeException isthrown and no further steps are executed.

An array instance with the given dimension lengths is alocated. If there is not enough memory available to
allocate the new instance, an OutOfMemoryException isthrown and no further steps are executed.

All elements of the new array instance are initialized to their default values (85.2).

If the array creation expression contains an array initializer, then each expression in the array initidizer is
evaluated and assigned to its corresponding array element. The eval uations and assignments are performed
in the order the expressions are written in the array initializer—in other words, elements are initialized in
increasing index order, with the rightmost dimension increasing first. If evaluation of a given expression or
the subsequent assignment to the corresponding array €lement causes an exception, then no further elements
areinitiaized (and the remaining elements will thus have their default values).

An array creation expression permits instantiation of an array with elements of an array type, but the el ements of
such an array must be manualy initialized. For example, the statement

int[1[]1 a = new int[100][]1;

creates a single-dimensiona array with 100 elements of type int[]. Theinitia value of each lementisnull.
It isnot possible for the same array creation expression to also instantiate the sub-arrays, and the statement

int[][]1 a = new int[100][5]; // Error
isan error. Ingtantiation of the sub-arrays must instead be performed manualy, asin

int[]J[] a = new int[100][];
for (int i = 0; 1 < 100; i++) a[i] = new iInt[5];

When an array of arrays has a“rectangular” shape, that is when the sub-arrays are al of the same length, itis
more efficient to use a multi-dimensiona array. In the example above, instantiation of the array of arrays creates
101 objects—one outer array and 100 sub-arrays. In contrast,
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int[,] = new int[100, 5];
creates only a single object, a two-dimensional array, and accomplishes the allocation in a single statement.

7.5.10.3 Delegate creation expressions
A delegate-creation-expression is used to create a new instance of adelegate-type.

delegate-creation-expression:

new delegate-type ( expression )

The argument of a delegate creation expression must be a method group or a value of a delegate-type If the
argument is a method group, it identifies the method and, for an instance method, the object for which to create
adelegate. If the argument is avalue of adelegate-type, it identifies a delegate instance of which to create a
copy.
The compile-time processing of a delegate-creation-expression of the form new D(E), where D isa delegate-
type and E isan expression, consists of the following steps:

If E isamethod group:
If the method group resulted from a base-access, an error occurs.

The set of methods identified by E must include exactly one method with precisely the same signature
and return type as those of D, and this becomes the method to which the newly created delegate refers. If
no matching method exists, or if more than one matching methods exists, an error occurs. If the selected
method is an instance method, the instance expression associated with E determines the target object of
the delegate.

Asin amethod invocation, the selected method must be compatible with the context of the method
group: If the method is a static method, the method group must have resulted from a simple-name or a
member-access through atype. If the method is an instance method, the method group must have
resulted from a simple-name or a member-accessthrough a variable or vaue. If the selected method
does not match the context of the method group, an error occurs.

The result isavaue of type D, namely anewly created del egate that refers to the selected method and
target object.

Otherwisg, if E isavaue of adelegate-type:

The delegate-type of E must have the exact same signature and return type as D, or otherwise an error
occurs.

The result isavaue of type D, namely anewly created delegate that refers to the same method and
target object asE.

Otherwise, the delegate creation expression isinvalid, and an error occurs.

The run-time processing of a delegate-creation-expression of the form new D(E), where D is adelegate-type
and E isan expression, consists of the following steps:

If E isamethod group:

If the method selected at compile-time is a static method, the target object of the delegateis nul I.
Otherwise, the selected method is an instance method, and the target object of the delegate is determined
from the instance expression associated with E:

The instance expression is evaluated. If this evaluation causes an exception, no further steps are
executed.
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If the instance expression is of areference-type, the value computed by the instance expression
becomes the target object. If the target object isnull 1, aNul IReferenceException isthrown
and no further steps are executed.

If the instance expression is of a value-type, a boxing operation (84.3.1) is performed to convert the
value to an object, and this object becomes the target object.

A new instance of the delegate type D is alocated. If there is not enough memory available to allocate
the new instance, an OutOfMemoryException isthrown and no further steps are executed.

The new delegate instance isinitialized with a reference to the method that was determined at compile-
time and a reference to the target object computed above.

If E isavaue of a delegate-type:
E isevaluated. If this evaluation causes an exception, no further steps are executed.
If thevalue of E isnul I, aNul IReferenceException isthrown and no further steps are executed.

A new instance of the delegate type D is allocated. If there is not enough memory available to alocate
the new instance, an OutOfMemoryException isthrown and no further steps are executed.

The new delegate instance is initiaized with references to the same method and object as the delegate
instance given by E.

The method and object to which a delegate refers are determined when the delegate is instantiated and then
remain constant for the entire lifetime of the delegate. In other words, it is not possible to change the target
method or object of a delegate once it has been created.

It is not possible to create a delegate that refers to a constructor, property, indexer, or user-defined operator.
As described above, when a delegate is created from a method group, the signature and return type of the
delegate determine which of the overloaded methods to select. In the example

delegate double DoubleFunc(double x);

class A

{

DoubleFunc ¥ = new DoubleFunc(Square);

static float Square(float x) {
return x * X;

static double Square(double x) {
return x * X;

}

the A f fidd isinitiadlized with a delegate that refers to the second Square method because that method exactly
matches the signature and return type of DoubleFunc. Had the second Square method not been present, a
compile-time error would have occurred.

7.5.11 typeof operator
The typeof operator is used to obtain the System. Type object for atype.

typeof-expression:
typeof ( type )
The result of a typeof-expression is the System. Type object for the indicated type.

The example
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class Test

static void Main() {
Type[] t = {
typeof(int),
typeof(System. Int32),
typeof(string),
typeof(double[])

for (int i = 0; i < t.Length; i++) {
Console.WriteLine(t[i]-Name);

}
}

produces the following outpuit:

Int32
Int32
String
Double[]

Note that int and System. Int32 are the same type.

7.5.12 sizeof operator
sizeof-expression:
sizeof ( type )
7.5.13 checked and unchecked operators

The checked and unchecked operators are used to control the overflow checking context for integral-type
arithmetic operations and conversions.

checked-expression:
checked ( expression )

unchecked-expression:
unchecked ( expression )

The checked operator evaluates the contained expression in a checked context, and the unchecked operator
evaluates the contained expression in an unchecked context. A checked-expression or unchecked-expression
corresponds exactly to a parenthesized-expression (87.5.3), except that the contained expression is evaluated in
the given overflow checking context.

The overflow checking context can also be controlled through the checked and unchecked statements (88.11).

The following operations are affected by the overflow checking context established by the checked and
unchecked operators and statements:

The predefined ++ and -- unary operators (87.5.9 and §87.6.7), when the operand is of an integral type.
The predefined - unary operator (87.6.2), when the operand is of an integral type.

The predefined +, -, *, and / binary operators (87.7), when both operands are of integral types.
Explicit numeric conversions (86.2.1) from one integral type to another integral type.

When one of the above operations produce a result that is too large to represent in the destination type, the
context in which the operation is performed controls the resulting behavior:

In achecked context, if the operation is a constant expression (87.15), a compile-time error occurs.
Otherwise, when the operation is performed at run-time, an OverflowException is thrown.
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In an unchecked context, the result is truncated by discarding any high-order bits that do not fit in the
destination type.

When a non-constant expression (an expression that is evaluated at run-time) is not enclosed by any checked or
unchecked operators or statements, the effect of an overflow during the run-time evaluation of the expression
depends on externa factors (such as compiler switches and execution environment configuration). The effect is
however guaranteed to be either that of a checked evauation or that of an unchecked evauation.

For congtant expressions (expressions that can be fully evaluated a compile-time), the default overflow
checking context is dways checked. Unless a constant expression is explicitly placed in an unchecked
context, overflows that occur during the compile-time evaluation of the expression aways cause compile-time
errors.

In the example

class Test

{
static iInt X 1000000;
static int y 1000000;

static int FQ {
return checked(x * y); // Throws OverflowException
}

static int GO {
return unchecked(x * y); // Returns -727379968
}

static int HO {
return x * y; // Depends on default
}

}

no compile-time errors are reported since neither of the expressions can be evaluated at compile-time. At run-
time, the F() method throws an OverflowException, and the G() method returns —727379968 (the lower 32
bits of the out-of-range result). The behavior of the H() method depends on the default overflow checking
context for the compilation, but it is either the same as F() or the same asG().

In the example

class Test

const int x 1000000;
const int y 1000000;

static int FQ {
return checked(x * y); // Compile error, overflow

static int GQ {
return unchecked(x * y); // Returns -727379968

static int HQ {
return x * y; // Compile error, overflow

}

the overflows that occur when evaluating the constant expressionsin F() and H() cause compile-time errors to
be reported because the expressions are evaluated in achecked context. An overflow aso occurs when
evaluating the constant expression in G(), but since the evauation takes place in an unchecked context, the
overflow is not reported.
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The checked and unchecked operators only affect the overflow checking context for those operations that are
textually contained within the“(” and “)” tokens. The operators have no effect on function members that are
invoked as a result of evaluating the contained expression. In the example

class Test

static int Multiply(int x, Int y) {
return x * y;
}

static int FQ {
return checked(Multiply (1000000, 1000000));
}

}

the use of checked in F() does not affect the evaluation of x * y inMultiply(), and x * y istherefore
evaluated in the default overflow checking context.

The unchecked operator is convenient when writing constants of the signed integral types in hexadecimal
notation. For example:

class Test

public const int AlIBits = unchecked((int)OxFFFFFFFF) ;
unchecked((int)0x80000000) ;

public const int HighBit
}

Both of the hexadecimal constants above are of type uint. Because the constants are outside the int range,
without the unchecked operator, the casts to int would produce compile-time errors.

7.6 Unary expressions
unary-expression:

primary-expression
+ unary-expression
- unary-expression
I unary-expression
~ unary-expression
* unary-expression
& unary-expression
pre-increment-expression
pre-decrement-expression
cast-expression

7.6.1 Unary plus operator

For an operation of the form +x, unary operator overload resolution (87.2.3) is applied to select a specific
operator implementation. The operand is converted to the parameter type of the selected operator, and the type
of the result is the return type of the operator. The predefined unary plus operators are:

int operator +(int x);

uint operator +(uint x);

long operator +(long X);

ulong operator +(ulong x);
float operator +(float x);
double operator +(double Xx);
decimal operator +(decimal Xx);

For each of these operators, the result is smply the value of the operand.
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7.6.2 Unary minus operator

For an operation of the form —x, unary operator overload resolution (87.2.3) is applied to select a specific
operator implementation. The operand is converted to the parameter type of the selected operator, and the type
of the result is the return type of the operator. The predefined negation operators are:

Integer negation:

int operator —(int x);
long operator —(long X);

The result is computed by subtracting x from zero. In achecked context, if the value of x is the maximum
negative int or long, an OverflowException isthrown. In an unchecked context, if the value of x is
the maximum negative int or long, the result is that same value and the overflow is not reported.

If the operand of the negation operator is of type uint, it is converted to type long, and the type of the
result is long. An exception is the rule that permits the int value -2147483648 (-2") to be written as a
decimal integer literal (82.5.3.2).

If the operand of the negation operator is of type ulong, an error occurs. An exception is the rule that
permits the long value -9223372036854775808 (-2°) to be written as decimal integer literal (§2.5.3.2).

Floating-point negation:

float operator —(float x);
double operator —(double Xx);

The result is the value of x with its sign inverted. If x is NaN, the result is also NaN.
Decimal negation:

decimal operator —(decimal x);
The result is computed by subtracting x from zero.

7.6.3 Logical negation operator

For an operation of the form x, unary operator overload resolution (87.2.3) is applied to select a specific
operator implementation. The operand is converted to the parameter type of the selected operator, and the type
of the result is the return type of the operator. Only one predefined logical negation operator exists:

bool operator !(bool Xx);

This operator computes the logical negation of the operand: If the operand is true, the result is false. If the
operand is fal se, theresult is true.

7.6.4 Bitwise complement operator

For an operation of the form ~x, unary operator overload resolution (87.2.3) is applied to select a specific
operator implementation. The operand is converted to the parameter type of the selected operator, and the type
of the result is the return type of the operator. The predefined bitwise complement operators are:

int operator ~(int x);

uint operator ~(uint x);

long operator ~(long X);

ulong operator ~(ulong x);
For each of these operators, the result of the operation is the bitwise complement of x.
Every enumeration type E implicitly provides the following bitwise complement operator:

E operator ~(E x);
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The result of evaluating ~x, where x is an expression of an enumeration type E with an underlying type u, is
exactly the same as evaluating (E) (- (U) x).

7.6.5 Indirection operator
7.6.6 Address operator

7.6.7 Prefix increment and decrement operators

pre-increment-expression:
++ Unary-expression

pre-decr ement-expression:
-— unary-expression

The operand of a prefix increment or decrement operation must be an expression classified as avariable, a
property access, or an indexer access. The result of the operation is a value of the same type as the operand.

If the operand of a prefix increment or decrement operation is a property or indexer access, the property or
indexer must have both aget and aset accessor. If thisis not the case, a compile-time error occurs.

Unary operator overload resolution (87.2.3) is applied to select a specific operator implementation. Predefined
++ and -- operators exist for the following types: sbyte, byte, short, ushort, int, uint, long, ulong,
char, float, double, decimal, and any enum type. The predefined ++ operators return the value produced
by adding 1 to the argument, and the predefined -- operators return the value produced by subtracting 1 from
the argument.

The run-time processing of a prefix increment or decrement operation of the form ++x or --x consists of the
following steps:

If x isclassified as avariable:
x is evaluated to produce the variable.
The selected operator isinvoked with the value of x as its argument.
The value returned by the operator is stored in the location given by the evaluation of x.
The vaue returned by the operator becomes the result of the operation.
If x is classified as a property or indexer access:

The instance expression (if x isnot static) and the argument list (if x isan indexer access) associated
with x are evaluated, and the results are used in the subsequent get and set accessor invocations.

The get accessor of x isinvoked.

The selected operator is invoked with the value returned by the get accessor asits argument.
The set accessor of x isinvoked with the value returned by the operator asits value argument.
The value returned by the operator becomes the result of the operation.

The ++ and -- operators aso support postfix notation, as described in §87.5.9. The result of x++ or x-- isthe
vaue of x before the operation, whereas the result of ++x or --x isthe value of x after the operation. In either
case, x itsdlf has the same value after the operation.

An operator ++ Or operator -- implementation can be invoked using either postfix and prefix notation. It is
not possible to have separate operator implementations for the two notations.
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7.6.8 Cast expressions
A cast-expression is used to explicitly convert an expression to a given type.

cast-expression:
( type ) unary-expression

A cast-expression of theform (T)E, where T isatypeand E is aunary-expression, performs an explicit
conversion (86.2) of the value of E to type T. If no explicit conversion exists from the type of E to T, an error
occurs. Otherwise, the result is the value produced by the explicit conversion. The result is always classified asa
value, even if E denotes avariable.

The grammar for a cast-expression leads to certain syntactic ambiguities. For example, the expression (x)-y
could either be interpreted as a cast-expression (a cast of —y to type x) or as an additive-expression combined
with a parenthesi zed-expression (which computes the value x — y).

To resolve cast-expression ambiguities, the following rule exists: A sequence of one or more tokens (82.4.6)
enclosed in parentheses is considered the start of a cast-expression only if at least one of the following are true:

The sequence of tokensis correct grammar for a type, but not for an expression.

The sequence of tokens is correct grammar for a type, and the token immediately following the closing
parentheses is the token “~”, the token “1”, the token “(”, an identifier (82.5), aliteral (82.5.3), or any
keyword (82.5.2) except is.

The above rules mean that only if the construct is unambiguously a cast-expression isit considered a cast-
expression.

The term “ correct grammar” above means only that the sequence of tokens must conform to the particular
grammatical production. It specifically does not consider the actual meaning of any constituent identifiers. For
example, if x and y are identifiers, then x.y is correct grammar for atype, even if x.y doesn't actually denote a

type.

From the disambiguation rulesit follows that, if x and y areidentifiers, (x)y, (x) (y),and (x) (-y) arecast-
expressions, but (x)-y isnot, even if x identifies atype. However, if x is akeyword that identifies a predefined
type (such as int), then al four forms are cast-expressions (because such a keyword could not possibly be an
expression by itself).

7.7 Arithmetic operators
The =, /7, %, +, and — operators are called the arithmetic operators.

multiplicative-expression:
unary-expression
multiplicative-expression * unary-expression
multiplicative-expression / unary-expression
multiplicative-expression % unary-expression
additive-expression:
multiplicative-expression
additive-expression + multiplicative-expression
additive-expression — multiplicative-expression

7.7.1 Multiplication operator

For an operation of the form x * y, binary operator overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.
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The predefined multiplication operators are listed below. The operators al compute the product of x and y.

Integer multiplication:

int operator *(int x, int y);

uint operator *(uint x, uint y);

long operator *(long x, long y);

ulong operator *(ulong x, ulong y);
In achecked context, if the product is outside the range of the result type, an OverflowException is
thrown. In an unchecked context, overflows are not reported and any significant high-order bits of the
result are discarded.

Floating-point multiplication:

float operator *(float x, float y);

double operator *(double x, double y);
The product is computed according to the rules of |EEE 754 arithmetic. The following table lists the results
of al possible combinations of nonzero finite values, zeros, infinities, and NaN'’s. In the table, x and y are
positive finite values. z isthe result of x * y. If the result istoo large for the destination type, z isinfinity. If
the result istoo small for the destination type, z is zero.

+y -y +0 -0 +8 -8 NaN
+X z -z +0 -0 +8 -8 NaN
—X A z -0 +0 -8 +8 NaN
+0 +0 -0 +0 -0 NaN NaN NaN
-0 -0 +0 -0 +0 NaN NaN NaN
+8 +8 -8 NaN NaN +8 -8 NaN
-8 -8 +8 NaN NaN -8 +8 NaN
NaN NaN NaN NaN NaN NaN NaN NaN

Decimal multiplication:
decimal operator *(decimal x, decimal y);

If the resulting value is too large to represent in the decimal format, an OverflowException isthrown.
If the result value istoo small to represent in the decimal format, the result is zero.

7.7.2 Division operator

For an operation of the form x / vy, binary operator overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.

The predefined division operators are listed below. The operators all compute the quotient of x and y.
Integer division:

int operator /(int x, int y);

uint operator /(uint x, uint y);
long operator /(long x, long y);
ulong operator /(ulong x, ulong y);

If the value of the right operand is zero, aDivideByZeroException isthrown.

The division rounds the result towards zero, and the absolute vaue of the result is the largest possible
integer that is less than the absolute value of the quotient of the two operands. The result is zero or positive
when the two operands have the same sign and zero or negative when the two operands have opposite signs.
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If the left operand is the maximum negative int or long and the right operand is—1, an overflow occurs. In
a checked context, this causes an OverflowException to bethrown. In an unchecked context, the
overflow is not reported and the result is instead the value of the left operand.

Floating-point division:

float operator /(float x, float y);

double operator /(double x, double y);
The quotient is computed according to the rules of IEEE 754 arithmetic. The following table lists the results
of al possible combinations of nonzero finite values, zeros, infinities, and NaN'’s. In the table, x and y are
positive finite values. z isthe result of x / y. If the result istoo large for the destination type, z isinfinity. If
the result istoo small for the destination type, z is zero.

+y -y +0 -0 +8 -8 NaN
+X z -z +8 -8 +0 -0 NaN
—X A z -8 +8 -0 +0 NaN
+0 +0 -0 NaN NaN +0 -0 NaN
-0 -0 +0 NaN NaN -0 +0 NaN
+8 +8 -8 +8 -8 NaN NaN NaN
-8 -8 +8 -8 +8 NaN NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN

Decimal division:
decimal operator /(decimal x, decimal y);

If the value of the right operand is zero, aDivideByZeroException isthrown. If the resulting value is
too large to represent in the decimal format, an OverflowException isthrown. If the result value istoo
small to represent in the decimal format, the result is zero.

7.7.3 Remainder operator

For an operation of the form x % y, binary operator overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.

The predefined remainder operators are listed below. The operators all compute the remainder of the division
between x and y.

Integer remainder:

int operator %(int x, int y);

int operator %(uint x, uint y);

long operator %(long x, long y);

ulong operator %(ulong x, ulong y);
The result of x % y isthe value produced by x — (x 7 y) * y. If y iszero, aDivideByZeroException is
thrown. The remainder operator never causes an overflow.

Floating-point remainder:

float operator %(float x, float y);
double operator %(double x, double y);

The following table lists the results of al possible combinations of nonzero finite values, zeros, infinities,
and NaN'’s. In the table, x and y are positive finite values. z is the result of x % y and is computed asx —n *
y, where n isthe largest possible integer that is less than or equa to x / y. This method of computing the
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remainder is analogous to that used for integer operands, but differs from the IEEE 754 definition (in which
n isthe integer closest to x 7 y).

+y -y +0 -0 +8 -8 NaN
+X z z NaN NaN X X NaN
—X -z -z NaN NaN —X —X NaN
+0 +0 +0 NaN NaN +0 +0 NaN
-0 -0 -0 NaN NaN -0 -0 NaN
+8 NaN NaN NaN NaN NaN NaN NaN
-8 NaN NaN NaN NaN NaN NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN

Decimal remainder:
decimal operator %(decimal x, decimal y);

If the value of the right operand is zero, aDivideByZeroException isthrown. If the resulting value is
too large to represent in the decimal format, an OverflowException isthrown. If the result value istoo
small to represent in the decimal format, the result is zero.

7.7.4 Addition operator

For an operation of the form x + y, binary operator overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.

The predefined addition operators are listed below. For numeric and enumeration types, the predefined addition
operators compute the sum of the two operands. When one or both operands are of type string, the predefined
addition operators concatenate the string representation of the operands.

Integer addition:

int operator +(int x, int y);

uint operator +(uint x, uint y);

long operator +(long x, long y);

ulong operator +(ulong x, ulong y);
In achecked context, if the sum is outside the range of the result type, an OverflowException is
thrown. In an unchecked context, overflows are not reported and any significant high-order bits of the

result are discarded.
Floating-point addition:

float operator +(float x, float y);
double operator +(double x, double y);

The sum is computed according to the rules of |EEE 754 arithmetic. The following table lists the results of

all possible combinations of nonzero finite values, zeros, infinities, and NaN’s. Inthe table, x and y are
nonzero finite values, and z isthe result of x + y. If x and y have the same magnitude but opposite signs, z
is positive zero. If x + y istoo large to represent in the destination type, z is an infinity with the same sign as
x +y. If x + yistoo smal to represent in the destination type, z is a zero with the same signasx +y.
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y +0 -0 +8 -8 NaN
X z X X +8 -8 NaN
+0 y +0 +0 +8 -8 NaN
-0 y +0 -0 +8 -8 NaN
+8 +8 +8 +8 +8 NaN NaN
-8 -8 -8 -8 NaN -8 NaN
NaN NaN NaN NaN NaN NaN NaN

Decimal addition:

decimal operator +(decimal x, decimal y);

If the resulting value is too large to represent in the decimal format, an OverflowException isthrown.
If the result value is too small to represent in the decimal format, the result is zero.

Enumeration addition. Every enumeration type implicitly provides the following predefined operators,
where E isthe enum type, and U is the underlying type of E:

E operator +(E x, U y);
E operator +(U x, E y);

The operators are evaluated exactly as (E) ((U)x + (V)y).
String concatenation:

string operator +(string x, string y);

string operator +(string x, object y);

string operator +(object x, string y);
The binary + operator performs string concatenation when one or both operands are of type string. If an
operand of string concatenation is nul 1, an empty string is substituted. Otherwise, any non-string argument
is converted to its string representation by invoking the virtual ToString() method inherited from type
object. If ToString() returnsnul 1, an empty string is substituted.

The result of the string concatenation operator is a string that consists of the characters of the left operand
followed by the characters of the right operand. The string concatenation operator never returnsa nul
value. An outOfMemoryException may be thrown if there is not enough memory available to allocate the
resulting string.

Delegate concatenation. Every delegate type implicitly provides the following predefined operator, where D
is the delegate type:
D operator +(D x, D y);

7.7.5 Subtraction operator

For an operation of the form x — y, binary operator overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.

The predefined subtraction operators are listed below. The operators al subtract y from x.
Integer subtraction:
int operator —(int x, int y);
uint operator —(uint x, uint y);

long operator —(long x, long y);
ulong operator —(ulong x, ulong y);
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In achecked context, if the difference is outside the range of the result type, an OverflowException is
thrown. In an unchecked context, overflows are not reported and any significant high-order bits of the
result are discarded.

Floating-point subtraction:

float operator —(float x, float y);

double operator —(double x, double y);
The difference is computed according to the rules of IEEE 754 arithmetic. The following table lists the
results of al possible combinations of nonzero finite values, zeros, infinities, and NaN'’s. In the table, x and
y are nonzero finite values, and z isthe result of x — y. If xand y areequal, z is positive zero. If x —y iStoo
large to represent in the destination type, z is an infinity with the samesignasx —y. If x —y istoo smal to
represent in the destination type, z is azero with the same signasx — .

Yy +0 -0 +8 -8 NaN
X z X X -8 +8 NaN
+0 -y +0 +0 -8 +8 NaN
-0 -y -0 +0 -8 +8 NaN
+8 +8 +8 +8 NaN +8 NaN
-8 -8 -8 -8 -8 NaN NaN
NaN NaN NaN NaN NaN NaN NaN

Decimal subtraction:

decimal operator —(decimal x, decimal y);
If the resulting value is too large to represent in the decimal format, an OverflowException isthrown.
If the result value is too small to represent in the decimal format, the result is zero.
Enumeration subtraction. Every enumeration type implicitly provides the following predefined operator,
where E is the enum type, and U is the underlying type of E:

U operator —(E x, E y);

This operator is evaluated exactly as (U) ((U)x — (U)y). In other words, the operator computes the
difference between the ordinal values of x and y, and the type of the result is the underlying type of the
enumeration.

E operator —(E x, U y);
This operator is evaluated exactly as (E) ((U)x —y). In other words, the operator subtracts a value from
the underlying type of the enumeration, yielding a value of the enumeration.
Delegate removal. Every delegate type implicitly provides the following predefined operator, where D is the
delegate type:

D operator —(D x, D y);

7.8 Shift operators
The << and >> operators are used to perform bit shifting operations.
shift-expression:
additive-expression
shift-expression << additive-expression
shift-expression >> additive-expression
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For an operation of the form x << count or x >> count, binary operator overload resolution (87.2.4) is applied
to select a specific operator implementation. The operands are converted to the parameter types of the selected
operator, and the type of the result is the return type of the operator.

When declaring an overloaded shift operator, the type of the first operand must always be the class or struct
containing the operator declaration, and the type of the second operand must always be int.

The predefined shift operators are listed below.

Shift left:

int operator <<(int x, int count);
uint operator <<(uint x, int count);
long operator <<(long x, int count);
ullong operator <<(ulong x, int count);

The << operator shifts x left by a number of bits computed as described below.

The high-order bits of x are discarded, the remaining bits are shifted left, and the low-order empty bit
positions are set to zero.

Shift right:

int operator >>(int x, int count);
uint operator >>(uint x, int count);
long operator >>(long x, int count);
ulong operator >>(ulong x, int count);

The >> operator shifts x right by a number of bits computed as described below.

When x is of type int or long, the low-order bits of x are discarded, the remaining bits are shifted right,
and the high-order empty bit positions are set to zero if x is non-negative and set to one if x is negative.

When x is of typeuint or ulong, the low-order bits of x are discarded, the remaining bits are shifted right,
and the high-order empty bit positions are set to zero.

For the predefined operators, the number of bits to shift is computed as follows:

When the type of x is int or uint, the shift count is given by the low-order five bits of count. In other
words, the shift count is computed from count & Ox1F.

When the type of x is long or ulong, the shift count is given by the low-order six bits of count. In other
words, the shift count is computed from count & 0Ox3F.

If the resulting shift count is zero, the shift operators is simply return the value of x.
Shift operations never cause overflows and produce the same results in checked and unchecked contexts.

When the left operand of the >> operator is of asigned integra type, the operator performs an arithmetic shift
right wherein the value of the most significant bit (the sign bit) of the operand is propagated to the high-order
empty bit positions. When the left operand of the >> operator is of an unsigned integra type, the operator
performs a logical shift right wherein high-order empty bit positions are always set to zero. To perform the
opposite operation of that inferred from the operand type, explicit casts can be used. For example, if x isa
variable of type int, the operation (int) ((uint)x >>y) performsalogica shift right of x.

7.9 Relational operators
The==, 1=, <,>, <=,>= and is operators are caled the relational operators.
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relational-expression:
shift-expression
relational-expresson < shift-expression
relational-expression > shift-expression
relational-expression <= shift-expression
relational-expression >= shift-expression
relational-expression is reference-type

equality-expression:
relational-expression

equality-expression == relational-expression
equality-expression = relational-expression
The is operator is described in 87.9.9.
The==, 1=, <, >, <= and >= operators as a group are called the comparison operators. For an operation of the

form x op y, whereop is a comparison operator, overload resolution (87.2.4) is applied to select a specific
operator implementation. The operands are converted to the parameter types of the selected operator, and the
type of the result is the return type of the operator.

The predefined comparison operators are described in the following sections. All predefined comparison
operators return aresult of type bool, as described in the following table.

Operation | Result
X==y true if x isequa to y, false otherwise
x1l=y true if x isnot equal to y, false otherwise
X<y true if x islessthan y, false otherwise
x>y true if x isgreater than y, false otherwise
X<=y true if x islessthan or equa to y, false otherwise
X>=y true if x isgreater than or equd to y, false otherwise

7.9.1 Integer comparison operators
The predefined integer comparison operators are:

bool operator ==(int x, int y);
bool operator ==(uint x, uint y);
bool operator ==(long x, long y);
bool operator ==(ulong x, ulong y);

bool operator !=(int x, int y);
bool operator !=(uint x, uint y);
bool operator '=(long x, long y);
bool operator !'=Culong x, ulong y);

bool operator <(int x, int y);
bool operator <(uint x, uint y);
bool operator <(long x, long y);
bool operator <(ulong x, ulong y);

bool operator >(int x, int y);
bool operator >(uint x, uint y);
bool operator >(long x, long y);
bool operator >(ulong x, ulong y);
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bool operator
bool operator
bool operator
bool operator

(int x, int y);
(uint x, uint y);
(long x, long y);
(ulong x, ulong y);

NNNANA

bool operator >=(int x, int y);
bool operator >=(uint x, uint y);
bool operator >=(long x, long y);
bool operator >=(ulong x, ulong y);

Each of these operators compare the numeric values of the two integer operands and return abool value that
indicates whether the particular relation is true or false.

7.9.2 Floating-point comparison operators
The predefined floating-point comparison operators are:

bool operator ==(float x, float y);
bool operator ==(double x, double y);

bool operator !'=(float x, float y);
bool operator !=(double x, double y);

bool operator <(float x, float y);
bool operator <(double x, double y);

bool operator >(float x, float y);
bool operator >(double x, double y);

bool operator <=(float x, float y);
bool operator <=(double x, double y);

bool operator >=(float x, float y);
bool operator >=(double x, double y);

The operators compare the operands according to the rules of the IEEE 754 standard:

If either operand is NaN, the result is fal se for al operators except 1=, and true for the 1= operator. For

any two operands, x !=y aways produces the same result as ! (x == y). However, when one or both

operands are NaN, the <, >, <=, and >= operators do not produce the same results as the logical negation of
the opposite operator. For example, if either of x and y isNaN, then x <y isfalse, but ' (x >=y) istrue.

When neither operand is NaN, the operators compare the values of the two floating-point operands with
respect to the ordering

-8 < —max < ... < —min < 0.0 == +0.0 < +min < ... < +max < +8

where min and max are the smallest and largest positive finite values that can be represented in the given
floating-point format. Notable effects of this ordering are:

Negative and positive zero are considered equal.
A negative infinity is considered less than al other values, but equal to another negative infinity.
A positive infinity is considered greater than all other values, but equa to another positive infinity.

7.9.3 Decimal comparison operators

The predefined decima comparison operators are:
bool operator ==(decimal x, decimal y);
bool operator !'=(decimal x, decimal y);
bool operator <(decimal x, decimal y);
bool operator >(decimal x, decimal y);
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bool operator <=(decimal x, decimal y);
bool operator >=(decimal x, decimal y);

Each of these operators compare the numeric values of the two decimal operands and return a bool value that
indicates whether the particular relation is true or false.

7.9.4 Boolean equality operators
The predefined boolean equality operators are:
bool operator ==(bool x, bool y);
bool operator !'=(bool x, bool y);
Theresult of == istrue if both x and y are true or if both x and y are false. Otherwise, the result is false.

Theresult of 1=isfalse if both x and y are true or if both x and y are false. Otherwise, the result is true.
When the operands are of type bool, the 1= operator produces the same result as the ~ operator.

7.9.5 Enumeration comparison operators
Every enumeration type implicitly provides the following predefined comparison operators:
bool operator ==(E x, E y);
bool operator '=(E x, E y);
bool operator <(E x, E y);
bool operator >(E X, E y);
bool operator <=(E x, E y);
bool operator >=(E x, E y);

The result of evaluating x op y, where x and y are expressions of an enumeration type E with an underlying type
U, and op is one of the comparison operators, is exactly the same as evaluating ((U)x) op ((V)y). In other
words, the enumeration type comparison operators simply compare the underlying integral values of the two
operands.

7.9.6 Reference type equality operators
The predefined reference type equality operators are:
bool operator ==(object x, object y);
bool operator !=(object x, object y);
The operators return the result of comparing the two references for equality or non-equality.
Since the predefined reference type equality operators accept operands of type object, they apply to dl types

that do not declare applicable operator == and operator = members. Conversely, any applicable user-
defined equality operators effectively hide the predefined reference type equality operators.

The predefined reference type equality operators require the operands to be reference-type values or the value
nul I, and furthermore require that an implicit conversion exists from the type of either operand to the type of
the other operand. Unless both of these conditions are true, a compile-time error occurs. Notable implications of
these rules are;

It isan error to use the predefined reference type equality operators to compare two references that are
known to be different at compile-time. For example, if the compile-time types of the operands are two class
types A and B, and if neither A nor B derives from the other, then it would be impossible for the two
operands to reference the same object. Thus, the operation is considered a compile-time error.
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The predefined reference type equality operators do not permit value type operands to be compared.
Therefore, unless a struct type declares its own equality operators, it is not possible to compare values of
that struct type.

The predefined reference type equality operators never cause boxing operations to occur for their operands.
It would be meaningless to perform such boxing operations, since references to the newly allocated boxed
instances would necessarily differ from all other references.

For an operation of theform x ==y or x 1=y, if any applicable operator == or operator != exids, the
operator overload resolution (87.2.4) rules will select that operator instead of the predefined reference type
equality operator. However, it is dways possible to select the reference type equality operator by explicitly
casting one or both of the operands to type object. The example

class Test

{
static void Main() {
string s = "Test";
string t = string.Copy(s);
Console.WriteLine(s == t);
Console.WriteLine((object)s == t);
Console_WriteLine(s == (object)t);
Console._WriteLine((object)s == (object)t);
}
}
produces the output
True
False
False
False

The s and t variables refer to two distinct string instances containing the same characters. The first
comparison outputs True because the predefined string equality operator (87.9.7) is selected when both
operands are of type string. The remaining comparisons al output Fal se because the predefined reference
type equality operator is selected when one or both of the operands are of type object.

Note that the above technique is not meaningful for value types. The example

class Test

static void Main(Q) {
int 1 = 123;
int j = 123;
Console._WriteLine((object)i == (object)j);
}
}

outputs Fal se because the casts create references to two separate instances of boxed int values.

7.9.7 String equality operators
The predefined string equality operators are:

bool operator ==(string x, string y);
bool operator !'=(string X, string y);
Two string vaues are considered equal when one of the following is true:

Both values are nul I.

Both values are non-null references to string instances that have identical lengths and identical charactersin
each character position.
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The string equality operators compare string valuesrather than string references. When two separate string
instances contain the exact same sequence of characters, the values of the strings are equal, but the references
are different. As described in 87.9.6, the reference type equality operators can be used to compare string
references instead of string values.

7.9.8 Delegate equality operators
Every delegate type implicitly provides the following predefined comparison operators, where D is any delegate
type:

bool operator ==(D x, D y);

bool operator '=(D x, D y);

7.9.9 The is operator

The is operator is used to check whether the run-time type of an object is compatible with a given type. In an
operation of theform e is T, e must be an expression of areference-typeand T must be areference-type If this
is not the case, a compile-time error occurs.

Theoperation e is T returns true if e isnot nul 1 and if an implicit reference conversion (86.1.4) from the
run-time type of the instance referenced by e to the type given by T exists. In other words, e is T checksthat e
isnot nul 1 and that a cast-expression (87.6.8) of the form (T) (e) will complete without throwing an
exception.

If e is T isknown at compile-time to aways be true or dwaysbe false, a compile-time error occurs. The
operation is known to aways be true if animplicit reference conversion exists from the compile-time type of e
to T. The operation is known to always be False if no implicit or explicit reference conversion exists from the
compile-timetypeof eto T.

7.10 Logical operators
The &, ~, and | operators are called the logical operators.

and-expression:
equality-expression
and-expression & equality-expression

exclusive-or-expression:
and-expression
exclusive-or-expresson ~ and-expression

inclusive-or-expression:
exclusive-or-expression
inclusive-or-expression | exclusive-or-expression

For an operation of the form x op y, where op is one of the logical operators, overload resolution (87.2.4) is

applied to select a specific operator implementation. The operands are converted to the parameter types of the
selected operator, and the type of the result is the return type of the operator.

The predefined logical operators are described in the following sections.

7.10.1 Integer logical operators
The predefined integer logical operators are:

int operator &(int x, int y);

uint operator &Quint x, uint y);
long operator &(long x, long y);
ulong operator &(ulong x, ulong y);
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int operator |(int x, int y);

uint operator |(uint x, uint y);
long operator |(long x, long y);
ulong operator |(ulong x, ulong y);

int operator ~(int x, int y);

uint operator ~(uint x, uint y);
long operator ~(long x, long y);
ulong operator ~(ulong x, ulong y);

The & operator computes the bitwise logical AND of the two operands, the | operator computes the bitwise
logica OR of the two operands, and the ~ operator computes the bitwise logical exclusive OR of the two
operands. No overflows are possible from these operations.

7.10.2 Enumeration logical operators
Every enumeration type E implicitly provides the following predefined logical operators:

E operator &(E X, E y);
E operator |(E X, E y);
E operator "(E X, E y);

The result of evauating x op y, where x and y are expressions of an enumeration type E with an underlying type
U, and op isone of the logical operators, is exactly the same as evauating (E) ((U)x) op ((U)y). In other
words, the enumeration type logical operators ssmply perform the logical operation on the underlying type of the
two operands.

7.10.3 Boolean logical operators
The predefined boolean logical operators are:
bool operator &(bool x, bool y);
bool operator |(bool x, bool y);
bool operator ~(bool x, bool y);
Theresult of x & y istrue if both x and y are true. Otherwise, the result is false.
Theresult of x | y istrue if either x or y istrue. Otherwise, the result is false.

Theresault of x ~ y istrue if x istrue and y isfalse, or x isfalse and y is true. Otherwise, the reault is
false. When the operands are of type bool, the ~ operator computes the same result as the 1= operator.

7.11 Conditional logical operators

The && and | | operators are called the conditional logical operators. They are at times aso called the “short-
circuiting” logical operators.

conditional -and-expression:
inclusive-or-expression
conditional-and-expression && inclusive-or-expression

conditional -or-expression:
conditional-and-expression
conditional-or-expression || conditional-and-expression

The && and | | operators are conditional versions of the & and | operators:
The operation x && y corresponds to the operation x & y, except that y is evaluated only if x is true.
The operation x | | y corresponds to the operation x | vy, except that y is evaluated only if x is false.
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An operation of theform x && y or x | | y is processed by applying overload resolution (87.2.4) asif the
operation waswritten x & y or x | y. Then,

If overload resolution fails to find a single best operator, or if overload resolution selects one of the
predefined integer logical operators, an error occurs.

Otherwise, if the selected operator is one of the predefined boolean logical operators (87.10.2), the operation
is processed as described in 87.11.1.

Otherwise, the selected operator is a user-defined operator, and the operation is processed as described in
§7.11.2

It is not possible to directly overload the conditional logical operators. However, because the conditional logical
operators are evaluated in terms of the regular logical operators, overloads of the regular logical operators are,
with certain restrictions, also considered overloads of the conditional logical operators. This is described further
in§7.11.2

7.11.1 Boolean conditional logical operators

When the operands of && or | | are of type bool, or when the operands are of types that do not define an
applicable operator & or operator |, but do define implicit conversionsto bool, the operation is processed
asfollows:

The operation x && y is evaluated as x? y: false. In other words, x isfirst evaluated and converted to type
bool. Then, if x istrue, y isevaluated and converted to type bool, and this becomes the result of the
operation. Otherwise, the result of the operation is false.

The operation x | | y isevaluated as x? true:y. In other words, x isfirst evauated and converted to type
bool. Then, if x istrue, the result of the operation is true. Otherwise, y is evauated and converted to
type bool, and this becomes the result of the operation.

7.11.2 User-defined conditional logical operators

When the operands of && or | | are of types that declare an applicable user-defined operator & or operator
|, both of the following must be true, where T is the type in which the selected operator is declared:

The return type and the type of each parameter of the selected operator must be T. In other words, the
operator must compute the logical AND or the logical OR of two operands of type T, and must return a result
of typeT.

T must contain declarations of operator true and operator false.

A compile-time error occurs if either of these requirements is not satisfied. Otherwise, the && or | | operaion is
evauated by combining the user-defined operator true or operator false with the selected user-defined
operator:

The operation x && y isevaluated as T. false(x)? x: T.&(X, y), Where T. false(x) isan invocation of
the operator false declaredin T, and T.&(x, y) isan invocation of the selected operator &. In other
words, x isfirst evaluated and operator false isinvoked on the result to determine if x is definitely
fase. Then, if x is definitely false, the result of the operation is the value previoudly computed for x.
Otherwise, y is evaluated, and the selected operator & isinvoked on the value previously computed for x
and the value computed for y to produce the result of the operation.

Theoperation x || y isevaluated asT. true(x)? x: T. | (X, y), whereT. true(x) isan invocation of
the operator true declaredin T,and T. | (x, y) isaninvocation of the selected operator |. In other
words, x isfirst evaluated and operator true isinvoked on the result to determine if x is definitely true.
Then, if x is definitely true, the result of the operation is the value previously computed for x. Otherwise, y
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is evauated, and the selected operator | isinvoked on the value previoudy computed for x and the value
computed for y to produce the result of the operation.

In either of these operations, the expression given by x is only evaluated once, and the expression given by y is
either not evaluated or evaluated exactly once.

For an example of atype that implements operator true and operator false, see 811.3.2

7.12 Conditional operator
The ?: operator is called the conditional operator. It is at times also called the ternary operator.

conditional -expression:
conditional-or-expression
conditional-or-expression ? expresson : expression

A conditional expression of the form b? x: y first evaluates the condition b. Then, if b is true, x is evaluated
and becomes the result of the operation. Otherwise, y is evaluated and becomes the result of the operation. A
conditional expression never evaluates both x and y.

The conditional operator is right-associative, meaning that operations are grouped from right to left. For
example, an expression of theform a? b: c? d: e isevauated asa? b: (c? d: e).

Thefirst operand of the ?: operator must be an expression of atype that can be implicitly converted to bool, or
an expression of atype that implements operator true. If neither of these requirements are satisfied, a
compile-time error occurs.

The second and third operands of the ?: operator control the type of the conditiona expression. Let X and Y be
the types of the second and third operands. Then,

If X and Y are the same type, then thisisthe type of the conditional expression.

Otherwise, if an implicit conversion (86.1) existsfrom X to v, but not from Y to X, then Y is the type of the
conditional expression.

Otherwise, if an implicit conversion (86.1) existsfrom Y to X, but not from X to Y, then X is the type of the
conditional expression.

Otherwise, no expression type can be determined, and a compile-time error occurs.
The run-time processing of a conditional expression of the form b? x: y consists of the following steps:
First, b is evaluated, and the bool value of b is determined:

If an implicit conversion from the type of b to bool exists, then thisimplicit conversion is performed to
produce abool value.

Otherwise, the operator true defined by the type of b isinvoked to produce abool vaue.

If the bool vaue produced by the step above is true, then x is evaluated and converted to the type of the
conditional expression, and this becomes the result of the conditional expression.

Otherwise, y is evauated and converted to the type of the conditiona expression, and this becomes the
result of the conditional expression.

7.13 Assignment operators
The assignment operators assign anew vaue to a variable, a property, or an indexer element.

assignment:
unary-expression assignment-operator expression
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assignment-operator: one of
= += —_= *= /= %= &= I: N= <<= >>=

The left operand of an assignment must be an expression classified as a variable, a property access, or an
indexer access.

The = operator is called the simple assignment operator. It assigns the vaue of the right operand to the variable,
property, or indexer element given by the left operand. The simple assignment operator is described in §7.13.1

The operators formed by prefixing a binary operator with an = character are called the compound assignment
operators. These operators perform the indicated operation on the two operands, and then assign the resulting
value to the variable, property, or indexer element given by the left operand. The compound assignment
operators are described in 8§7.13.2

The assignment operators are right-associative, meaning that operations are grouped from right to left. For
example, an expression of theforma =b = cisevauaedasa = (b = ¢).

7.13.1 Simple assignment

The = operator is caled the smple assignment operator. In a smple assignment, the right operand must be an
expression of atypethat isimplicitly convertible to the type of the left operand. The operation assigns the value
of the right operand to the variable, property, or indexer element given by the left operand.

The result of a smple assignment expression is the value assigned to the |eft operand. The result has the same
type as the left operand and is aways classified as avaue.

If the left operand is a property or indexer access, the property or indexer must have a set accessor. If thisis not
the case, a compile-time error occurs.

The run-time processing of a simple assignment of the form x = y consists of the following steps:
If x isclassified as avariable:
x is evaluated to produce the variable.
y is evauated and, if required, converted to the type of x through an implicit conversion (86.1).

If the variable given by x isan array element of a reference-type, a run-time check is performed to
ensure that the value computed for y is compatible with the array instance of which x is an element. The
check succeedsif y isnull, or if animplicit reference conversion (86.1.4) exists from the actual type of
the instance referenced by y to the actual element type of the array instance containing x. Otherwise, an
ArrayTypeMismatchException isthrown.

The value resulting from the evaluation and conversion of y is stored into the location given by the
evauation of x.

If X isclassified as a property or indexer access:

The instance expression (if x isnot static) and the argument list (if x isan indexer access) associated
with x are evaluated, and the results are used in the subsequent set accessor invocation.

y isevaluated and, if required, converted to the type of x through an implicit conversion (86.1).
The set accessor of x isinvoked with the value computed for y asits value argument.

The array co-variance rules (812.5) permit avalue of an array type A[] to be areference to an instance of an
array type B[], provided an implicit reference conversion exists from B to A. Because of these rules, assignment
to an array element of areference-type requires a run-time check to ensure that the value being assigned is
compatible with the array instance. In the example

128 Copyright O Microsoft Corporation 1999-2000. All Rights Reserved.



Chapter 7 Expressions

string[] sa
object[] oa

new string[10];
sa;

oa[0] = null; // Ok
oa[l] = "Hello™; // Ok
oa[2] = new ArrayList(); // ArrayTypeMismatchException

the last assignment causes an ArrayTypeMismatchException to be thrown because an instance of
ArrayList cannot be stored in an element of astring[].

When a property or indexer declared in a struct-type is the target of an assignment, the instance expression
associated with the property or indexer access must be classified as avariable. If the instance expression is
classified as avalue, acompile-time error occurs.

Given the declarations;

struct Point
{ .
int x, y;
public Point(int x, int y) {
this.x X;
this.y = y;

public int X {
get { return x; }
set { x = value; }

}

public Iint Y {
get { return vy; }
set { y = value; }

}

struct Rectangle

{

Point a, b;

public Rectangle(Point a, Point b) {
this.a = a;
this.b = b;

}

public Point A {
get { return a; }
set { a = value; }

public Point B {
get { return b; }
set { b = value; }
}
}

in the example

Point p = new Point();

p-X = 100;

p-Y = 100;

Rectangle r = new Rectangle();
r.A = new Point(10, 10);

r.B = p;

theassignmentsto p. X, p.Y, r.A, and r.B are permitted because p and r are variables. However, in the
example
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Rectangle r = new Rectangle();
r.A.X = 10;
r.A.Y = 10;
r.B.X = 100;
r.B.Y = 100;

the assgnments are all invalid, since r .A and r.B are not variables.

7.13.2 Compound assignment

An operation of the form x op=y is processed by applying binary operator overload resolution (87.2.4) asif the
operation was written x op y. Then,

If the return type of the selected operator isimplicitly convertible to the type of x, the operation is evauated
asx =xopy, except that x is evaluated only once.

Otherwise, if the selected operator is a predefined operator, if the return type of the selected operator is
explicitly convertible to the type of x, and if y isimplicitly convertible to the type of x, then the operation is
evaluated as x = (T) (x 0py), where T isthe type of x, except that x is evaluated only once.

Otherwise, the compound assignment is invalid, and a compile-time error occurs.

The term “evaluated only once’ means that in the evaluation of x op y, the results of any constituent expressions
of x are temporarily saved and then reused when performing the assignment to x. For example, in the
assgnment AQ[BQO] += C(Q), where A isamethod returning int[], and B and C are methods returning int,
the methods are invoked only once, in the order A, B, C.

When the left operand of a compound assignment is a property access or indexer access, the property or indexer
must have both a get accessor and aset accessor. If thisis not the case, a compile-time error occurs.

The second rule above permits x op=y to be evaluated as x = (T) (x 0p y) in certain contexts. The rule exists
such that the predefined operators can be used as compound operators when the left operand is of type sbyte,
byte, short, ushort, or char. Even when both arguments are of one of those types, the predefined operators
produce aresult of type int, as described in 87.2.6.2. Thus, without a cast it would not be possible to assign the
result to the left operand.

The intuitive effect of the rule for predefined operatorsis simply that x op=y is permitted if both of x op y and
x =y are permitted. In the example

byte b = 0;

char ch = *\0";

int i = 0;

b += 1; // Ok

b += 1000; // Error, b = 1000 not permitted
b += 1; // Error, b = i not permitted

b += (byte)i; // Ok

ch += 1; // Error, ch = 1 not permitted
ch += (char)1; // Ok

the intuitive reason for each error is that a corresponding simple assignment would aso have been an error.
7.13.3 Event assignment

7.14 Expression
An expression is either aconditional-expression or an assignment.
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expression:
conditional-expression
assignment

7.15 Constant expressions
A constant-expressionis an expression that can be fully evaluated at compile-time.

constant-expression:
expression

The type of a constant expression can be one of the following: sbyte, byte, short, ushort, int, uint,
long, ulong, char, float, double, decimal, bool, string, any enumeration type, or the null type. The
following constructs are permitted in constant expressions.

Literals (including the nul I literal).

Referencesto const members of class and struct types.

References to members of enumeration types.

Parenthesized sub-expressions.

Cast expressions, provided the target type is one of the types listed above.
The predefined +, —, 1, and ~ unary operators.

The predefined +, —, >, 7, %, <<, >>, &, |, ™, &&, | |, ==, 1=, <, >, <=, and => binary operators, provided
each operand is of atype listed above.

The ?: conditional operator.

Whenever an expression is of one of the types listed above and contains only the constructs listed above, the
expression is evauated at compile-time. Thisis true even if the expression is a sub-expression of alarger
expression that contains non-constant constructs.

The compile-time evaluation of constant expressions uses the same rules as run-time evaluation of non-constant
expressions, except that where run-time evaluation would have thrown an exception, compile-time evaluation
causes a compile-time error to occur.

Unless a constant expression is explicitly placed in an unchecked context, overflows that occur in integral-type
arithmetic operations and conversions during the compile-time eval uation of the expression aways cause
compile-time errors (§7.5.13).

Constant expressions occur in the contexts listed below. In these contexts, an error occurs if an expression
cannot be fully evaluated at compile-time.

Constant declarations (810.3).

Enumeration member declarations (814.2).
case labels of aswitch statement (88.7.2).
goto case statements (88.9.3).

Attributes (817).

An implicit constant expression conversion (86.1.6) permits a constant expression of type int to be converted
to sbyte, byte, short, ushort, uint, or ulong, provided the value of the constant expression is within the
range of the destination type.
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7.16 Boolean expressions
A boolean-expression is an expression that yields a result of type bool.
bool ean-expression:
expression

The controlling conditiona expression of an if-statement (88.7.1), while-statement (88.8.1), do-statement
(88.8.2), or for-statement (88.8.3) is a boolean-expression. The controlling conditional expression of the ?:
operator (87.12) follows the same rules as a boolean-expression, but for reasons of operator precedenceis
classified as a conditional -or-expression.

A boolean-expression is required to be of atype that can be implicitly converted to bool or of atype that
implements operator true. If neither of these requirements are satisfied, a compile-time error occurs.

When a boolean expression is of atype that cannot be implicitly converted to bool but does implement
operator true, then following evaluation of the expression, the operator true implementation provided by
the type is invoked to produce abool vaue.

The DBBool struct type in 811.3.2 provides an example of atype that implements operator true.
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8. Statements

C# provides a variety of statements. Most of these statements will be familiar to devel opers who have
programmed in C and C++.

Statement:
|abel ed-statement
declar ation-statement
embedded-statement

embedded-statement:
block
empty-statement
expression-statement
selection-statement
iter ation-statement
jump-statement
try-statement
checked-statement
unchecked-statement
|ock-statement

The embedded-statement nonterminal is used for statements that appear within other statements. The use of
embedded-statement rather than statement excludes the use of declaration statements and labeled statementsin
these contexts. For example, the code

void F(bool b) {
if (b)
int i = 44;
}

isin error because an i f statement requires an embedded-statement rather than astatement for itsif branch. If
this code were permitted, then the variable i would be declared, but it could never be used.

8.1 End points and reachability

Every statement has an end point. In intuitive terms, the end point of a statement is the location that immediately
follows the statement. The execution rules for composite statements (statements that contain embedded
statements) specify the action that is taken when control reaches the end point of an embedded statement. For
example, when control reaches the end point of a statement in a block, control is transferred to the next
statement in the block.

If a statement can possibly be reached by execution, the statement is said to be reachable. Conversdly, if thereis
no possibility that a statement will be executed, the statement is said to be unreachable.

In the example

void FQO {
Console._WriteLine("'reachable™);
goto Label;
Console_WriteLine('unreachable™);
Label :
Console_WriteLine("'reachable™);
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the second Consolle.WriteLine invocation is unreachable because there is no possibility that the statement
will be executed.

A warning is reported if the compiler determines that a statement is unreachable. It is specifically not an error
for a statement to be unreachable.

To determine whether a particular statement or end point is reachable, the compiler performs flow andysis
according to the reachability rules defined for each statement. The flow analysis takes into account the values of
constant expressions (87.15) that control the behavior of statements, but the possible values of non-constant
expressions are not considered. In other words, for purposes of control flow analysis, a hon-constant expression
of agiven typeis considered to have any possible vaue of that type.

In the example
void FQO {
const int 1 = 1;
if (i == 2) Console.WriteLine("unreachable™);

the boolean expression of the i f statement is a constant expression because both operands of the == operator are
constants. The constant expression is evauated at compile-time, producing the value false, and the

Console.WriteLine invocation is therefore considered unreachable. However, if i is changed to be aloca
vaiable
void FQO {
int i =1;
if (i == 2) Console._WriteLine("reachable™™);

}
the Console.WriteLine invocation is considered reachable, even though it will in reality never be executed.

The block of afunction member is always considered reachable. By successively evaluating the reachability
rules of each statement in a block, the reachability of any given statement can be determined.

In the example
Void F(int x) {

Console_WriteLine('start™);
if (x < 0) Console.WriteLine("'negative™);

}
the reachability of the second Console.WriteLine isdetermined asfollows:

First, because the block of the F method is reachable, the first Console . WriteLine statement is reachable.
Next, because thefirst Console.WriteLine statement is reachable, its end point is reachable.

Next, because the end point of the first Console . WriteLine statement is reachable, the i f statement is
reachable.

Finally, because the boolean expression of the i f statement does not have the constant value false, the
second Console . WriteLine statement is reachable.

There are two Stuations in which it is an error for the end point of a statement to be reachable:

Because the switch statement does not permit a switch section to “fall through” to the next switch section,
it isan error for the end point of the statement list of a switch section to be reachable. If this error occurs, it
istypicaly an indication that abreak statement is missing.

It isan error for the end point of the block of afunction member that computes a value to be reachable. If
this error occurs, it istypicaly an indication that a return statement is missing.
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8.2 Blocks
A block permits multiple statements to be written in contexts where a single statement is expected.

block:
{ dtatement-listy, 3

A block consists of an optiond statement-list (88.2.1), enclosed in braces. If the statement list is omitted, the
block is said to be empty.

A block may contain declaration statements (88.5). The scope of alocal variable or constant declared in a block
extends from the declaration to the end of the block.

Within a block, the meaning of a name used in an expression context must always be the same (87.5.2.1).
A block is executed as follows:
If the block is empty, control is transferred to the end point of the block.

If the block is not empty, control is transferred to the statement list. When and if control reaches the end
point of the statement list, control is transferred to the end point of the block.

The statement list of ablock is reachable if the block itself is reachable.
The end point of ablock is reachable if the block is empty or if the end point of the statement list is reachable.

8.2.1 Statement lists

A statement list consists of one or more statements written in sequence. Statement lists occur in blocks (88.2)
and in switch-blocks (88.7.2).

statement-list:
statement
statement-list statement

A statement list is executed by transferring control to the first statement. When and if control reaches the end
point of a statement, control is transferred to the next statement. When and if control reaches the end point of the
last statement, control is transferred to the end point of the statement list.

A statement in a statement list is reachable if at least one of the following is true:
The statement is the first statement and the statement list itself is reachable.
The end point of the preceding statement is reachable.
The statement is a labeled statement and the labdl is referenced by areachable goto statement.
The end point of a statement list is reachable if the end point of the last statement in the list is reachable.

8.3 The empty statement
An empty-statement does nothing.

empty-statement:

An empty statement is used when there are no operations to perform in a context where a statement is required.

Execution of an empty statement smply transfers control to the end point of the statement. Thus, the end point
of an empty statement is reachable if the empty statement is reachable.

An empty statement can be used when writing awhi le statement with a null body:
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bool ProcessMessage() {---}

void ProcessMessages() {
while (ProcessMessage());

Also, an empty statement can be used to declare alabel just before the closing “}” of a block:
void FO {
if (done) goto exit;

exit: ;

}
8.4 Labeled statements
A labeled-statement permits a statement to be prefixed by alabel. Labeled statements are permitted blocks, but
are not permitted as embedded statements.

| abel ed-statement:
identifier : statement

A labeled statement declares alabel with the name given by the identifier. The scope of alabel isthe block in
which the label is declared, including any nested blocks. It is an error for two labels with the same name to have
overlapping scopes.

A label can be referenced from goto statements (88.9.3) within the scope of the label. This means that goto
statements can transfer control inside blocks and out of blocks, but never into blocks.
Labels have their own declaration space and do not interfere with other identifiers. The example

int F(int x) {
if (x >= 0) goto x;
X = -X;
X: return X;

}
isvalid and uses the name x as both a parameter and alabdl.

Execution of alabeled statement corresponds exactly to execution of the statement following the label.

In addition to the reachability provided by normal flow of control, alabeled statement is reachable if the labdl is
referenced by areachable goto statement.

8.5 Declaration statements

A declaration-statement declares alocal variable or constant. Declaration statements are permitted in blocks, but
are not permitted as embedded statements.

declaration-statement:
|ocal-variable-declaration
local-constant-declaration

8.5.1 Local variable declarations
A local-variable-declaration declares one or more local variables.

local-variable-declaration:
type variable-declarators
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variable-declarators:
variable-declarator
variable-declarators , variable-declarator

variable-declarator:
identifier
identifier = variable-initializer
variable-initializer:
expression
array-initializer
The type of alocal-variable-declaration specifies the type of the variables introduced by the declaration. The
typeisfollowed by alist of variable-declarators, each of which introduces a new variable. A variable-

declarator consists of an identifier that names the variable, optionally followed by an “=" token and avariable-
initializer that givesthe initial value of the variable.

The vdue of aloca variable is obtained in an expression using a simple-name (87.5.2), and the value of aloca
variable is modified using an assignment (87.13). A local variable must be definitely assigned (85.3) at each
location where its value is obtained.

The scope of alocal variable starts immediately after its identifier in the declaration and extends to the end of
the block containing the declaration. Within the scope of alocal variable, it is an error to declare another local
variable or constant with the same name.

A local variable declaration that declares multiple variables is equivalent to multiple declarations of single
variables with the same type. Furthermore, a variable initializer in alocal variable declaration corresponds
exactly to an assignment statement that is inserted immediately after the declaration.

The example

void FQO {
int x =1, y, z = x * 2;
3

corresponds exactly to

void FQO {
int x; X 1;
int y;
int z; z = x * 2;

}

8.5.2 Local constant declarations
A local-constant-decl ar ation declares one or more loca constants.

local-constant-declaration:
const type constant-declarators

constant-declarators:
constant-declar ator
constant-declarators , constant-declarator

constant-declarator:
identifier = constant-expression

The type of alocal-constant-declaration specifies the type of the constants introduced by the declaration. The
typeisfollowed by alist of constant-declarators, each of which introduces a new constant. A constant-
declarator consists of an identifier that names the constant, followed by an “=" token, followed by a constant-
expression (87.15) that gives the value of the constant.
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The type and constant-expression of alocal constant declaration must follow the same rules as those of a
constant member declaration (810.3).

The value of aloca constant is obtained in an expression using a smple-name (87.5.2).

The scope of alocal constant extends from its declaration to the end of the block containing the declaration. The
scope of alocal constant does not include the constant-expression that provides its value. Within the scope of a
local constant, it is an error to declare another local variable or constant with the same name.

8.6 Expression statements

An expression-statement evaluates a given expression. The vaue computed by the expression, if any, is
discarded.

expression-statement:
statement-expression

statement-expression:
invocati on-expression
obj ect-creation-expression
assignment
post-increment-expression
post-decr ement-expression
pre-increment-expression
pre-decrement-expression

Not al expressions are permitted as statements. In particular, expressions such as x +y and x == 1 that have no
side-effects, but merely compute a value (which will be discarded), are not permitted as statements.

Execution of an expression statement evaluates the contained expression and then transfers control to the end
point of the expression statement.

8.7 Selection statements
Selection statements select one of a number of possible statements for execution based on the vaue of a
controlling expression.

sel ection-statement:
if-statement
switch-statement

8.7.1 The if statement
The i f statement selects a statement for execution based on the value of a boolean expression.

if-statement:
if ( boolean-expression ) embedded-statement
if ( boolean-expression ) embedded-statement else embedded-statement

boolean-expression:
expression

An else part is associated with the nearest preceding i f statement that does not aready have an else part.
Thus, an i f statement of the form

it ) if (y) FO; else GO;
isequivalent to
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it O A{
if ) {
FO:
else {
GO:
}

An i T statement is executed as follows:;
The boolean-expression (87.16) is evaluated.

If the boolean expression yields true, control is transferred to the first embedded statement. When and if
control reaches the end point of that statement, control is transferred to the end point of the i ¥ statement.

If the boolean expression yields false and if an else part is present, control is transferred to the second
embedded statement. When and if control reaches the end point of that statement, control is transferred to
the end point of the i f statement.

If the boolean expression yields false and if an else part is not present, control is transferred to the end
point of the i f statement.

The first embedded statement of an i ¥ statement is reachable if the i F statement is reachable and the boolean
expression does not have the constant value false.

The second embedded statement of an i F statement, if present, is reachable if the i f statement is reachable and
the boolean expression does not have the constant value true.

The end point of an if statement is reachable if the end point of at least one of its embedded statementsis
reachable. In addition, the end point of an i f statement with no el se part isreachable if the i f statement is
reachable and the boolean expression does not have the constant value true.

8.7.2 The switch statement
The switch statement executes the statements that are associated with the value of the controlling expression.

switch-statement:

switch ( expression ) switch-block
switch-block:

{ switch-sections,,: }
switch-sections:

switch-section

switch-sections switch-section

switch-section:
switch-labels statement-list

switch-labels:
switch-label
switch-labels switch-label
switch-labdl:
case constant-expression
default

A switch-statement consists of the keyword swi tch, followed by a parenthesized expression (called the switch
expression), followed by a switch-block. The switch-block consists of zero or more switch-sections, enclosed in
braces. Each switch-section consists of one or more switch-labels followed by a statement-list (88.2.1).
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The governing type of aswitch statement is established by the switch expression. If the type of the switch
expression is sbyte, byte, short, ushort, int, uint, long, ulong, char, string, or an enum-type, then
that is the governing type of the switch statement. Otherwise, exactly one user-defined implicit conversion
(86.4) must exist from the type of the switch expression to one of the following possible governing types:
sbyte, byte, short, ushort, int, uint, long, ulong, char, string. If no such implicit conversion exists,
or if more that one such implicit conversion exists, a compile-time error occurs.

The constant expression of each case label must denote a vaue of atype that isimplicitly convertible (86.1) to
the governing type of the switch statement. A compile-time error occurs if an two or more case labelsin the
same swi tch statement specify the same constant value.

There can be at most one default labd in a switch statement.
A switch statement is executed as follows;
The switch expression is evaluated and converted to the governing type.

If one of the constants specified in a case labd is equa to the value of the switch expression, control is
transferred to the statement list following the matched case labd.

If no constant matches the value of the switch expression and if adefault labd is present, control is
transferred to the statement list following the defaul t labd.

If no constant matches the value of the switch expression and if no default label is present, control is
transferred to the end point of the switch statement.

If the end point of the statement list of a switch section is reachable, a compile-time error occurs. This is known
asthe “no fdl through” rule. The example

switch (i) {

case O:
CaseZero();
break;

case 1:
CaseOne();
break;

default:
CaseOthers();
break;

}

is valid because no switch section has a reachable end point. Unlike C and C++, execution of a switch section is
not permitted to “fall through” to the next switch section, and the example
switch (i) {
case O:
CaseZero();
case 1:
CaseZeroOrOne();

default:
CaseAny(Q);

isin error. When execution of a switch section isto be followed by execution of another switch section, an
explicit goto case or goto default statement must be used:
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switch (1) {
case O:
CasezZero();
goto case 1;
case 1:
CaseZeroOroOne();
goto default;
default:
CaseAny(Q);
break;

}
Multiple labels are permitted in a switch-section. The example

switch (i) {

case O:
CaseZero();
break;

case 1:
CaseOne();
break;

case 2:

default:
CaseTwo();
break;

}

islegd. The example does not violate the "no fal through” rule because the labelscase 2: and default: are
part of the same switch-section.

The “no fal through” rule prevents a common class of bugs that occur in C and C++ when break statements
are accidentally omitted. Also, because of this rule, the switch sections of a switch statement can be arbitrarily
rearranged without affecting the behavior of the statement. For example, the sections of the switch statement
above can be reversed without affecting the behavior of the statement:

switch (1) {
default:
CaseAny(Q);
break;
case 1:
CaseZeroOrone();
goto default;
case O:
CasezZero();
goto case 1;

The statement list of a switch section typicaly endsin abreak, goto case, or goto default statement, but
any construct that renders the end point of the statement list unreachable is permitted. For example, awhi le
statement controlled by the boolean expression true is known to never reach its end point. Likewise, a throw
or return statement always transfer control elsewhere and never reaches its end point. Thus, the following
exampleisvalid:
switch (1) {
case O:
while (true) FQ;
case 1:
throw new ArgumentException();

case 2:
return;
3

The governing type of aswitch statement may be the type string. For example:
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void DoCommand(string command) {
switch (command.ToLower()) {
case ''run'':
DoRun();
break;
case ''save':
DoSave();
break;
case "'quit':
DoQuit();
break;
default:
Inval idCommand(command) ;
break;

}
}

Like the string equality operators (87.9.7), the switch statement is case sensitive and will execute a given
switch section only if the switch expression string exactly matches a case label congtant. Asillustrated by the
example above, a switch statement can be made case insensitive by converting the switch expression string to
lower case and writing all case label constants in lower case.

When the governing type of aswitch statement is string, the value nul I is permitted as a case label
constant.

A switch-block may contain declaration statements (88.5). The scope of aloca variable or constant declared in a
switch block extends from the declaration to the end of the switch block.

Within a switch block, the meaning of a name used in an expression context must always be the same (87.5.2.1).

The statement list of a given switch section is reachable if the switch statement is reachable and at least one of
the following is true:

The switch expression is a non-constant value.
The switch expression is a constant value that matches a case labdl in the switch section.

The switch expression is a constant value that doesn’t match any case label, and the switch section contains
the default labd.

A switch label of the switch section is referenced by areachable goto case or goto defaul t statement.
The end point of aswitch statement is reachable if a least one of the following is true:
The switch statement contains areachable break statement that exits the switch statement.

The switch statement is reachable, the switch expression is a non-constant value, and no default labd is
present.

The switch statement is reachable, the switch expression is a constant value that doesn’t match any case
label, and no default labd is present.

8.8 Iteration statements
Iteration statements repeatedly execute an embedded statement.

iteration-statement:
while-statement
do-statement
for-statement
foreach-statement
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8.8.1 The while statement
Thewhi le statement conditionally executes an embedded statement zero or more times.

while-statement:
while ( boolean-expresson ) embedded-statement

A whi le statement is executed as follows:
The boolean-expression (87.16) is evaluated.

If the boolean expression yields true, control is transferred to the embedded statement. When and if control
reaches the end point of the embedded statement (possibly from execution of a continue statement),
control is transferred to the beginning of thewhi le statement.

If the boolean expression yields false, control is transferred to the end point of the whi le statement.

Within the embedded statement of awhi le statement, a break statement (88.9.1) may be used to transfer
contral to the end point of thewhi Ie statement (thus ending iteration of the embedded statement), and a
continue statement (88.9.2) may be used to transfer control to the end point of the embedded statement (thus
performing another iteration of thewhi le statement).

The embedded statement of awhi le statement is reachable if thewhi le statement is reachable and the boolean
expression does not have the constant value false.

The end point of awhi le statement is reachable if at least one of the following is true:
Thewhi le statement contains areachable break statement that exits the whi le statement.

Thewhi le statement is reachable and the boolean expression does not have the constant value true.

8.8.2 The do statement
The do statement conditionally executes an embedded statement one or more times.

do-statement:
do embedded-statement while ( boolean-expression ) ;

A do statement is executed as follows:
Control istransferred to the embedded statement.

When and if control reaches the end point of the embedded statement (possibly from execution of a
continue statement), the boolean-expression (87.16) is evaluated. If the boolean expression yields true,
control is transferred to the beginning of the do statement. Otherwise, control is transferred to the end point
of the do statement.

Within the embedded statement of ado statement, a break statement (88.9.1) may be used to transfer control to
the end point of the do statement (thus ending iteration of the embedded statement), and a continue statement
(88.9.2) may be used to transfer control to the end point of the embedded statement (thus performing another
iteration of the do statement).

The embedded statement of a do statement is reachable if the do statement is reachable.
The end point of ado statement is reachable if at least one of the following is true:
The do statement contains a reachable break statement that exits the do statement.

The end point of the embedded statement is reachable and the boolean expression does not have the constant
vaue true.
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8.8.3 The for statement

The for statement evaluates a sequence of initialization expressions and then, while a condition is true,
repeatedly executes an embedded statement and eval uates a sequence of iteration expressions.

for-statement:
for ( for-initializer,, ; for-condition,, ; for-iterator,, ) embedded-statement

for-initializer:
|ocal-variable-declaration
statement-expression-list

for-condition:
boolean-expression

for-iterator:
statement-expression-list

statement-expression-list:
statement-expression
statement-expression-list , statement-expression

The for-initializer, if present, consists of either alocal-variable-declaration (88.5.1) or alist of statement-
expressions (88.6) separated by commas. The scope of aloca variable declared by a for-initializer starts at the
variable-declarator for the variable and extends to the end of the embedded statement. The scope includes the
for-condition and thefor-iterator .

The for-condition, if present, must be aboolean-expression (87.16).
The for-iterator, if present, consists of alist of statement-expressions (88.6) separated by commas.
A for statement is executed as follows:

If afor-initializer is present, the variable initializers or statement expressions are executed in the order they
are written. This step is only performed once.

If afor-condition is present, it is evaluated.

If thefor-condition is not present or if the evaluation yields true, control is transferred to the embedded
statement. When and if control reaches the end point of the embedded statement (possibly from execution of
acontinue statement), the expressions of the for-iterator, if any, are evaluated in sequence, and then
another iteration is performed, starting with evaluation of the for-condition in the step above.

If the for-condition is present and the evaluation yields fal se, control is transferred to the end point of the
for statement.

Within the embedded statement of a for statement, a break statement (88.9.1) may be used to transfer control
to the end point of the for statement (thus ending iteration of the embedded statement), and a continue
statement (88.9.2) may be used to transfer control to the end point of the embedded statement (thus executing
another iteration of the for statement).

The embedded statement of a for statement is reachable if one of the following is true:

The for statement is reachable and no for-condition is present.

The for statement is reachable and afor-condition is present and does not have the constant value false.
The end point of a for statement is reachable if at least one of the following is true:

The for statement contains a reachable break statement that exits the for statement.

The for statement is reachable and afor-condition is present and does not have the constant value true.
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8.8.4 The foreach statement

The foreach statement enumerates the elements of a collection, executing an embedded statement for each
element of the collection.

foreach-statement:
foreach ( type identifier in expression ) embedded-statement

The typeand identifier of a foreach statement declare the iteration variable of the statement. The iteration
variable corresponds to aread-only local variable with a scope that extends over the embedded statement.
During execution of a foreach statement, the iteration variable represents the collection element for which an
iteration is currently being performed. A compile-time error occurs if the embedded statement attempts to assign
to the iteration variable or pass the iteration variable as a ref or out parameter.

The type of theexpression of a foreach statement must be a collection type (as defined below), and an explicit
conversion (86.2) must exist from the element type of the collection to the type of the iteration variable.

A type C issaid to be a callection type if al of the following are true:

C contains a public instance method with the signature GetEnumerator () that returns a struct-type,
class-type, or interface-type, in the following called E.

E contains a publ i c instance method with the signature MoveNext () and the return type bool.

E contains a public instance property named Current that permits reading. The type of this property is
said to be the element type of the collection type.

The System.Array type (812.1.1) isacollection type, and since dl array types derive from System.Array,
any array type expression is permitted in a foreach statement. For single-dimensiona arrays, the foreach
statement enumerates the array elements in increasing index order, starting with index 0 and ending with index
Length — 1. For multi-dimensional arrays, the indices of the rightmost dimension are increased first.

A foreach statement is executed as follows:;

The collection expression is evaluated to produce an instance of the collection type. Thisinstance is referred
to as c in thefollowing. If c is of areference-type and hasthe vaue nul I, aNul IReferenceException
is thrown.

An enumerator instance is obtained by evauating the method invocation ¢ .GetEnumerator(). The
returned enumerator is stored in atemporary local variable, in the following referred to as e. It is not
possible for the embedded statement to access this temporary variable. If e isof a reference-type and hasthe
value null, aNul IReferenceException isthrown.

The enumerator is advanced to the next element by eva uating the method invocation e . MoveNext().
If the value returned by e .MoveNext() is true, the following steps are performed:

The current enumerator value is obtained by evaluating the property access e .Current, and the value
is converted to the type of the iteration variable by an explicit conversion (86.2). The resulting value is
stored in the iteration variable such that it can be accessed in the embedded statement.

Contral is transferred to the embedded statement. When and if control reaches the end point of the
embedded statement (possibly from execution of acontinue statement), another foreach iterdion is
performed, starting with the step above that advances the enumerator.

If the value returned by e .MoveNext() is false, control istransferred to the end point of the foreach
Statement.

Within the embedded statement of a foreach statement, abreak statement (88.9.1) may be used to transfer
control to the end point of the foreach statement (thus ending iteration of the embedded statement), and a
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continue statement (88.9.2) may be used to transfer control to the end point of the embedded statement (thus
executing another iteration of the foreach statement).

The embedded statement of a fForeach statement is reachable if the foreach statement is reachable. Likewise,
the end point of a foreach statement is reachable if the foreach statement is reachable.

8.9 Jump statements
Jump statements unconditionally transfer control.

jump-statement:
br eak-statement
continue-statement
goto-statement
retur n-statement
throw-statement

The location to which ajump statement transfers control is called the target of the jump statement.

When a jump statement occurs within a block, and when the target of the jump statement is outside that block,
the jJump statement is said to exit the block. While a jump statement may transfer control out of a block, it can
never transfer control into a block.

Execution of jump statements is complicated by the presence of intervening try statements. In the absence of
such try statements, a jump statement unconditionally transfers control from the jump statement to its target. In
the presence of such intervening try statements, execution is more complex. If the jJump statement exits one or
more try blocks with associated final ly blocks, control isinitialy transferred to the fFinal Iy block of the
innermost try statement. When and if control reaches the end point of a final 1y block, control is transferred
to the Final ly block of the next enclosing try statement. This process is repeated until the final I'y blocks of
al intervening try statements have been executed.

In the example

static void FQO {
while (true) {

try {
try {
Console.WriteLine("'Before break™);
break;
by
finally {
Console._WriteLine("Innermost finally block™);
}
nally {

Console._WriteLine(""Outermost finally block™);

I
fi
}

}
Console._WriteLine(""After break™);
}

the finally blocks associated with two try statements are executed before control is transferred to the target of the
jump statement.

8.9.1 The break statement
The break statement exits the nearest enclosing switch, while, do, for, or foreach statement.

break-statement:
break
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The target of abreak statement is the end point of the nearest enclosing switch, while, do, for, or foreach
statement. If a break statement is not enclosed by aswitch, while, do, for, or foreach statement, a
compile-time error occurs.

When multiple switch, while, do, for, or foreach statements are nested within each other, abreak
statement applies only to the innermost statement. To transfer control across multiple nesting levels, agoto
statement (88.9.3) must be used.

A break statement cannot exit a final 1y block (88.10). When a break statement occurs within afinal ly
block, the target of the break statement must be within the same final Iy block, or otherwise a compile-time
error Occurs.

A break statement is executed as follows:

If the break statement exits one or more try blocks with associated final 1y blocks, control is initialy
transferred to the final 1y block of the innermost try statement. When and if control reaches the end point
of afinally block, control is transferred to the Final Iy block of the next enclosing try statement. This
process is repeated until the Final 1y blocks of al intervening try statements have been executed.

Control is transferred to the target of the break statement.

Because abreak statement unconditionally transfers control elsewhere, the end point of abreak statement is
never reachable.

8.9.2 The continue statement
The continue statement starts a new iteration of the nearest enclosing while, do, for, or foreach statement.

continue-statement:
continue

The target of acontinue statement is the end point of the embedded statement of the nearest enclosing whi le,
do, for, or foreach statement. If acontinue statement is not enclosed by awhile, do, for, or foreach
statement, a compile-time error occurs.

When multiplewhile, do, for, or foreach statements are nested within each other, acontinue statement
applies only to the innermost statement. To transfer control across multiple nesting levels, agoto statement
(88.9.3) must be used.

A continue statement cannot exit a Final 1y block (88.10). When a continue statement occurs within a
finally block, the target of the continue statement must be within the same final Iy block, or otherwise a
compile-time error occurs.

A continue statement is executed as follows:

If the continue statement exits one or more try blocks with associated final 1y blocks, control is
initially transferred to the final 1y block of the innermost try statement. When and if control reaches the
end point of afinally block, control is transferred to the Final Iy block of the next enclosing try
statement. This process is repeated until the Final Iy blocks of dl intervening try statements have been
executed.

Control is transferred to the target of the continue statement.
Because acontinue statement unconditionally transfers control elsewhere, the end point of acontinue
statement is never reachable.

8.9.3 The goto statement
The goto statement transfers control to a statement that is marked by alabel.
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goto-statement:
goto identifier ;
goto case constant-expression ;
goto default

The target of agoto identifier statement is the labeled statement with the given labdl. If alabel with the given
name does not exist in the current function member, or if the goto statement is not within the scope of the labe,
acompile-time error occurs.

The target of agoto case statement is the statement list of the switch section in the nearest enclosing switch
statement that contains a case label with the given constant vaue. If the goto case statement is not enclosed
by aswitch statement, if the constant-expressionis not implicitly convertible (86.1) to the governing type of
the nearest enclosing swi tch statement, or if the nearest enclosing switch statement does not contain a case
label with the given constant value, a compile-time error occurs.

The target of agoto default statement is the statement list of the switch section in the nearest enclosing
switch statement (88.7.2) that containsadefault labd. If the goto default statement is not enclosed by a
swi tch statement, or if the nearest enclosing switch statement does not contain adefaul t label, a compile-
time error occurs.

A goto statement cannot exit a fFinal Iy block (88.10). When a goto statement occurswithinafinal ly
block, the target of the goto statement must be within the same Final 1y block, or otherwise a compile-time
error OCcurs.

A goto statement is executed as follows:

If the goto statement exits one or more try blocks with associated final 1y blocks, contral isinitialy
transferred to the final 1y block of the innermost try statement. When and if control reaches the end point
of afinally block, control is transferred to the Final Iy block of the next enclosing try statement. This
process is repeated until the Final 1y blocks of al intervening try statements have been executed.

Control is transferred to the target of the goto statement.

Because agoto statement unconditionally transfers control elsewhere, the end point of agoto statement is
never reachable.

8.9.4 The return statement
The return statement returns control to the caller of the function member in which the return statement
appears.
retur n-statement:
return expressiongy

A return statement with no expression can be used only in a function member that does not compute a value,
that is, a method with the return type void, the set accessor of a property or indexer, a constructor, or a
destructor.

A return statement with an expression can only be used only in a function member that computes a value, that
is, amethod with a non-void return type, the get accessor of a property or indexer, or a user-defined operator.
Animplicit conversion (86.1) must exist from the type of the expression to the return type of the containing
function member.

Itisan error for a return statement to appear in afinal 1y block (88.10).
A return statement is executed as follows:
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If the return statement specifies an expression, the expression is evaluated and the resulting value is
converted to the return type of the containing function member by an implicit conversion. The result of the
conversion becomes the value returned to the caller.

If the return statement is enclosed by one or more try blocks with associated Final ly blocks, control is
initially transferred to the final 1y block of the innermost try statement. When and if control reaches the
end point of afinally block, control is transferred to the final Iy block of the next enclosing try
statement. This process is repeated until the Final 1y blocks of al enclosing try statements have been
executed.

Control is returned to the caller of the containing function member.

Because a return statement unconditionally transfers control elsewhere, the end point of a return statement
is never reachable.

8.9.5 The throw statement
The throw statement throws an exception.

throw-statement:
throw expressiong: ;

A throw statement with an expression throws the exception produced by evauating the expression. The
expression must denote a value of the class type System.Exception or of aclass type that derives from
System.Exception. If evaduation of the expression produces nul I, aNul IReferenceException isthrown
instead.

A throw statement with no expression can be used only in acatch block. It re-throws the exception that is
currently being handled by the catch block.

Because a throw statement unconditionally transfers control elsewhere, the end point of a throw Statement is
never reachable.

When an exception is thrown, control is transferred to the first catch clausein a try statement that can handle
the exception. The process that takes place from the point of the exception being thrown to the point of
transferring control to a suitable exception handler is known as exception propagation. Propagation of an
exception consists of repeatedly evaluating the following steps until a catch clause that matches the exception
is found. In the descriptions, the throw point isinitiadly the location a which the exception is thrown.

In the current function member, each try statement that encloses the throw point is examined. For each
statement S, starting with the innermost try statement and ending with the outermost try statement, the
following steps are evaluated:

If the try block of S encloses the throw point and if S has one or more catch clauses, the catch
clauses are examined in order of appearance to locate a suitable handler for the exception. The first
catch clause that specifies the exception type or a base type of the exception typeis considered a
match. A general catch clauseis considered a match for any exception type. If amatching catch
clause is located, the exception propagation is completed by transferring control to the block of that
catch clause.

Otherwise, if the try block or acatch block of S encloses the throw point and if S hasa finally
block, control is transferred to the Final Iy block. If the final 1y block throws another exception,
processing of the current exception is terminated. Otherwise, when control reaches the end point of the
finally block, processing of the current exception is continued.
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If an exception handler was not located in the current function member invocation, the function member
invocation is terminated. The steps above are then repeated for the caller of the function member with a
throw point corresponding to the statement from which the function member was invoked.

If the exception processing ends up terminating all function member invocations in the current thread or
process, indicating that the thread or process has no handler for the exception, then the tread or processis
itself terminated in an implementation defined fashion.

8.10 The try statement

The try statement provides a mechanism for catching exceptions that occur during execution of ablock. The
try statement furthermore provides the ability to specify ablock of code that is always executed when control
leaves the try statement.

try-statement:
try block catch-clauses
try block finally-clause
try block catch-clauses finally-clause

catch-clauses:
specific-catch-clauses  general-catch-clauseyy
specific-catch-clauses,; general-catch-clause

specific-catch-clauses:
specific-catch-clause
specific-catch-clauses  specific-catch-clause
specific-catch-clause:
catch ( classtype identifier,,y ) block

general-catch-clause:
catch block

finally-clause:
finally block

There are three possible forms of try statements:
A try block followed by one or more catch blocks.
A try block followed by a final ly block.
A try block followed by one or more catch blocks followed by a final 1y block.

When a catch clause specifies a class-type, the type must be System.Exception or atype that derives from
System.Exception.

When a catch clause specifies both a class-typeand an identifier, an exception variable of the given name and
type is declared. The exception variable corresponds to a read-only local variable with a scope that extends over
the catch block. During execution of the catch block, the exception variable represents the exception
currently being handled. A compile-time error occurs if acatch block attempts to assign to the exception
variable or pass the exception variable asa ref or out parameter.

Unless a catch clause includes an exception variable name, it isimpossible to access the exception object in the
catch block.

A catch clause that specifies neither an exception type nor an exception variable name is called a general
catch clause. A try statement can only have one general catch clause, and if oneis present it must be the last
catch clause. A genera catch clause of the form
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catch {...}
is precisaly equivaent to
catch (System.Exception) {...}

An error occurs if acatch clause specifies atype that is equal to or derived from atype that was specified in an
earlier catch clause. Because catch clauses are examined in order of appearance to locate a handler for an
exception, without this restriction it would be possible to write unreachable catch clauses.

Itisan error for a try statement to contain ageneral catch clause if the try statement aso contains acatch
clause for the System.Exception type.

Within a catch block, a throw statement (88.9.5) with no expression can be used to re-throw the exception that
is currently being handled by the catch block.

It isan error for abreak, continue, or goto statement to transfer control out of a fFinal ly block. When a
break, continue, or goto statement occursin afinal ly block, the target of the statement must be within
the same final ly block, or otherwise a compile-time error occurs.

It isan error for areturn statement to occur in afinal ly block.
A try statement is executed as follows:
Control is transferred to the try block.
When and if control reaches the end point of the try block:
If the try statement hasafinal ly block, the final 1y block is executed.
Control is transferred to the end point of the try statement.
If an exception is propagated to the try statement during execution of the try block:

The catch clauses, if any, are examined in order of appearance to locate a suitable handler for the
exception. The first catch clause that specifies the exception type or a base type of the exception type
is considered amatch. A general catch clause is considered a match for any exception type. If a
matching catch clauseis located:

If the matching catch clause declares an exception variable, the exception object is assigned to the
exception variable.

Control is transferred to the matching catch block.

When and if control reaches the end point of the catch block:
If the try statement hasa final ly block, the final Iy block is executed.
Control is transferred to the end point of the try statement.

If an exception is propagated to the try statement during execution of the catch block:
If the try statement hasa final ly block, the final 1y block is executed.
The exception is propagated to the next enclosing try statement.

If the try statement has no catch clauses or if no catch clause matches the exception:
If the try statement hasa final ly block, the final Iy block is executed.
The exception is propagated to the next enclosing try statement.
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The statements of a final Iy block are aways executed when control leaves a try statement. Thisistrue
whether the control transfer occurs as aresult of normal execution, as aresult of executing abreak, continue,
goto, or return statement, or as aresult of propagating an exception out of the try statement.

If an exception is thrown during execution of a final Iy block, the exception is propagated to the next
enclosing try statement. If another exception was in the process of being propagated, that exception islost. The
process of propagating an exception is further discussed in the description of the throw statement (88.9.5).

The try block of a try statement is reachable if the try statement is reachable.

A catch block of a try statement is reachable if the try statement is reachable.

The final ly block of a try statement is reachable if the try statement is reachable.

The end point of a try statement is reachable both of the following are true:
The end point of the try block is reachable or the end point of at least one catch block is reachable.
If afinally block is present, the end point of the final Iy block is reachable.

8.11 The checked and unchecked statements

The checked and unchecked statements are used to control the overflow checking context for integra-type
arithmetic operations and conversions.

checked-statement:
checked block

unchecked-statement:
unchecked bhlock

The checked statement causes al expressionsin the block to be evaluated in a checked context, and the
unchecked statement causes all expressionsin the block to be evaluated in an unchecked context.

The checked and unchecked statements are precisely equivalent to the checked and unchecked operators
(87.5.13), except that they operate on blocks instead of expressions.

8.12 The lock statement

The 1ock statement obtains the mutual-exclusion lock for a given object, executes a statement, and then
releases the lock.

|ock-statement:
lock ( expression ) embedded-statement

The expression of a lock statement must denote a value of a reference-type. An implicit boxing conversion
(86.1.5) is never performed for the expression of a lock statement, and thusit is an error for the expression to
denote a value of a value-type

A lock statement of the form
lock (X) --.

where x is an expression of areference-type, is precisely equivaent to
System.CriticalSection.Enter(x);
try {

b
finally {
System.CriticalSection.Exit(x);
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except that x is only evaluated once. The exact behavior of the Enter and Exit methods of the
System.CriticalSection classisimplementation defined.

The System.Type object of a class can conveniently be used as the mutual-exclusion lock for static methods of
the class. For example:

class Cache

public static void Add(object x) {
lock (typeof(Cache)) {

}
}

public static void Remove(object x) {
lock (typeof(Cache)) {

}
}
}

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 153






Chapter 9 Namespaces

9. Namespaces

C# programs are organized using namespaces. Namespaces are used both as an “internal” organization system
for aprogram, and as an “external” organization system —away of presenting program elements that are
exposed to other programs.

Using directives are provided to facilitate the use of namespaces.

9.1 Compilation units
A compilation-unit defines the overall structure of a source file. A compilation unit consists of zero or more
using-directives followed by zero or more namespace-member-declarations
compilation-unit:
using-directives,,y namespace-member-declarationSyy

A C# program consists of one or more compilation units, each contained in a separate source file. When a C#
program is compiled, all of the compilation units are processed together. Thus, compilation units can depend on
each other, possibly in a circular fashion.

The using-directives of acompilation unit affect the namespace-member-declarations of that compilation unit,
but have no effect on other compilation units.

The namespace-member-declarations of each compilation unit of a program contribute membersto asingle
declaration space called the global namespace. For example:

FileA.cs:
class A {}

FileB.cs:
class B {}

The two compilation units contribute to the single global namespace, in this case declaring two classes with the
fully qualified names A and B. Because the two compilation units contribute to the same declaration space, it
would have been an error if each contained a declaration of a member with the same name.

9.2 Namespace declarations

A namespace-declaration consists of the keyword namespace, followed by a namespace name and body,
optionally followed by a semicolon.

namespace-declaration:

namespace qualified-identifier namespace-body ;o
qualified-identifier:

identifier

qualified-identifier . identifier
namespace-body:

{ using-directives,, namespace-member-declarationSy,: }

A namespace-declaration may occur as atop-level declaration in a compilation-unit or as a member declaration
within another namespace-declaration. When anamespace-declaration occurs as atop-level declaration in a
compilation-unit, the namespace becomes a member of the global namespace. When anamespace-declaration
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occurs within another namespace-declaration, the inner namespace becomes a member of the outer namespace.
In either case, the name of a namespace must be unique within the containing namespace.

Namespaces are implicitly public and the declaration of a namespace cannot include any access modifiers.

Within a namespace-body, the optiona using-directivesimport the names of other namespaces and types,
alowing them to be referenced directly instead of through qualified names. The optional namespace-member -
declarations contribute members to the declaration space of the namespace. Note that all using-directives must
appear before any member declarations.

The qualified-identifier of anamespace-declaration may be single identifier or a sequence of identifiers
separated by “.” tokens. The latter form permits a program to define a nested namespace without lexically
nesting several namespace declarations. For example,

namespace N1.N2

class A {}
class B {}

is semantically equivalent to

namespace N1

{
namespace N2
class A {}
class B {}
}

Namespaces are open-ended, and two namespace declarations with the same fully qualified name contribute to
the same declaration space (83.1). In the example

namespace N1.N2

class A {}

namespace N1_.N2

class B {}

the two namespace declarations above contribute to the same declaration space, in this case declaring two
classes with the fully qualified namesN1.N2.A and N1.N2.B. Because the two declarations contribute to the
same declaration space, it would have been an error if each contained a declaration of a member with the same
name.

9.3 Using directives

Using directives facilitate the use of namespaces and types defined in other namespaces. Using directives impact
the name resol ution process of namespace-or-type-names (83.6) and simple-names (87.5.2), but unlike
declarations, using directives do not contribute new members to the underlying declaration spaces of the
compilation units or namespaces within which they are used.

using-directives:
using-directive
using-directives using-directive
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using-directive:
using-alias-directive
using-namespace-directive

A using-alias-directive (89.3.1) introduces an dias for a namespace or type.
A using-namespace-directive (89.3.2) imports the type members of a namespace.

The scope of ausing-directive extends over the namespace-member-declarations of its immediately containing
compilation unit or namespace body. The scope of ausing-directive specificaly does not include its peer using-
directives. Thus, peer using-directives do not affect each other, and the order in which they are written is
insignificant.

9.3.1 Using alias directives

A using-alias-directiveintroduces an identifier that serves as an alias for a namespace or type within the
immediately enclosing compilation unit or namespace body.

using-alias-directive:
using identifier = namespace-or-type-name ;

Within member declarations in a compilation unit or namespace body that contains a using-alias-directive, the
identifier introduced by the using-alias-directive can be used to reference the given namespace or type. For
example:

namespace N1_.N2

class A {}

namespace N3

using A = N1.N2.A;

class B: A {}
}

Here, within member declarations in the N3 namespace, A isan diasfor N1.N2.A, and thus classN3.B derives
from classN1.N2.A. The same effect can be obtained by creating an aliasR for N1.N2 and then referencing
R.A:

namespace N3

using R = N1.N2;
class B: R.A {}

The identifier of ausing-alias-directive must be unique within the declaration space of the compilation unit or
namespace that immediately contains the using-alias-directive. For example:

namespace N3

class A {}

namespace N3

using A = N1.N2.A; // Error, A already exists

Here, N3 aready contains amember A, so it isan error for ausing-alias-directive to use that identifier. It is
likewise an error for two or more using-alias-directives in the same compilation unit or namespace body to
declare aliases by the same name.
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A using-alias-directive makes an alias available within a particular compilation unit or namespace body, but it
does not contribute any new members to the underlying declaration space. In other words, a using-alias-
directive is not transitive but rather affects only the compilation unit or namespace body in which it occurs. In
the example

namespace N3

using R = N1.N2;
}

namespace N3
{
}

the scope of the using-alias-directivethat introduces R only extends to member declarations in the namespace
body in which it is contained, and R is thus unknown in the second namespace declaration. However, placing the
using-alias-directive in the containing compilation unit causes the aias to become available within both
namespace declarations:

using R = N1.N2;
namespace N3

class B: R.A {} // Error, R unknown

class B: R.A {}

namespace N3

class C: R.A {}
}

Just like regular members, names introduced by using-alias-directives are hidden by similarly named members
in nested scopes. In the example

using R = N1.N2;

namespace N3

class R {}

class B: R.A {} // Error, R has no member A
}

thereferenceto R. A in the declaration of B causes an error because R refersto N3.F, not N1.N2.

The order in which using-alias-directives are written has no significance, and resolution of the namespace-or-
type-name referenced by ausing-alias-directive is neither affected by the using-alias-directive itself nor by other
using-directives in the immediately containing compilation unit or namespace body. In other words, the

namespace-or -type-name of ausing-alias-directive is resolved asif the immediately containing compilation unit
or namespace body had no using-directives. In the example

namespace N1.N2 {}
namespace N3

using R1 = N1; // OK
using R2 = N1.N2; // OK
using R3 = R1.N2; // Error, R1 unknown

the last using-alias-directive isin error because it is not affected by the first using-alias-directive.
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A using-alias-directive can create an alias for any namespace or type, including the namespace within which it
appears and any namespace or type nested within that namespace.

Accessing a namespace or type through an alias yields exactly the same result as accessing the namespace or
type through its declared name. In other words, given

namespace N1.N2

class A {}

namespace N3
{
N1;

using R1 ;
N1.N2;

using R2

class B

N1.N2.A a; // refers to N1_.N2_A
R1.N2.A b; // refers to N1.N2.A
R2.A c; // refers to N1.N2_.A

}
}

the namesN1.N2_.A,R1.N2.A, and R2.A are completely equivaent and dl refer to the class whose fully
qualified nameisN1.N2.A.

9.3.2 Using namespace directives

A using-namespace-directive imports the types contained in a namespace into the immediately enclosing
compilation unit or namespace body, enabling the identifier of each type to be used without qualification.

using-namespace-directive:
using hamespace-name ;

Within member declarations in compilation unit or namespace body that contains a using-namespace-directive,
the types contained in the given namespace can be referenced directly. For example:

namespace N1.N2

class A {}

namespace N3

i .
using N1.N2;

class B: A {}
}

Here, within member declarations in the N3 namespace, the type members of N1.N2 are directly available, and
thus classN3.B derives from classN1.N2.A.

A using-namespace-directive imports the types contained in the given namespace, but specifically does not
import nested namespaces. In the example

namespace N1.N2

class A {}

namespace N3

t .
using N1;
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class B: N2.A {} // Error, N2 unknown
}

the using-namespace-directive imports the types contained in N1, but not the namespaces nested in N1. Thus, the
referenceto N2. A in the declaration of B isin error because no members named N2 are in scope.

Unlike a using-alias-directive, ausing-namespace-directive may import types whose identifiers are already
defined within the enclosing compilation unit or namespace body. In effect, names imported by a using-
namespace-directive are hidden by similarly named members in the enclosing compilation unit or namespace
body. For example:

namespace N1.N2

class A {}
class B {}
namespace N3
{
using N1.N2;
class A {}

Here, within member declarations in the N3 namespace, A refersto N3 . A rather than N1.N2_A.

When more than one namespace imported by using-namespace-directives in the same compilation unit or
namespace body contain types by the same name, references to that name are considered ambiguous. In the
example

namespace N1

class A {}

namespace N2

class A {}
namespace N3
{

using N1;

using N2;

class B: A {} // Error, A is ambiguous
}

both N1 and N2 contain a member A, and because N3 imports both, referencing A in N3 is an error. In this
situation, the conflict can be resolved either through qualification of referencesto A, or by introducing a using-
alias-directivethat picks a particular A. For example:

namespace N3

using N1;

using N2;

using A = N1.A;

class B: A {} // A means N1.A

Like a using-alias-directive, ausing-namespace-directive does not contribute any new members to the
underlying declaration space of the compilation unit or namespace, but rather affects only the compilation unit
or namespace body in which it appears.
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The namespace-name referenced by ausing-namespace-directive is resolved in the same way as the namespace-
or-type-name referenced by ausing-alias-directive. Thus, using-namespace-directives in the same compilation
unit or namespace body do not affect each other and can be written in any order.

9.4 Namespace members
A namespace-member-declaration is either anamespace-declaration (89.2) or atype-declaration (89.5).

namespace-member-declarations:
namespace-member-declaration
namespace-member-declarations namespace-member-declaration

namespace-member-declaration:
namespace-declaration
type-declaration

A compilation unit or a namespace body can contain namespace-member-declarations, and such declarations
contribute new members to the underlying declaration space of the containing compilation unit or namespace

body.

9.5 Type declarations

A type-declaration is either aclass-declaration (810.1), a struct-declaration (811.1), an interface-declaration
(813.1), an enumrdeclaration (814.1), or adelegate-declaration (815.1).

type-declaration:
class-declaration
struct-declaration
interface-declaration
enum-declaration
delegate-declaration

A type-declaration can occur as atop-level declaration in a compilation unit or as a member declaration within a
namespace, class, or struct.

When atype declaration for atype T occurs as atop-level declaration in a compilation unit, the fully qualified
name of the newly declared type issmply T. When atype declaration for atype T occurs within a namespace,
class, or struct, the fully qualified name of the newly declared typeisN. T, where N is the fully quaified name of
the containing namespace, class, or struct.

A type declared within a class or struct is called a nested type (810.2.6).

The permitted access modifiers and the default access for a type declaration depend on the context in which the
declaration takes place (83.3.1):

Types declared in compilation units or namespaces can have public or internal access. The default is
internal access.

Types declared in classes can have public, protected internal, protected, internal, or private
access. The default isprivate access.

Types declared in structs can have public, internal, or private access. The default is private access.
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10. Classes

A classis a data structure that contains data members (constants, fields, and events), function members
(methods, properties, indexers, operators, constructors, and destructors), and nested types. Class types support
inheritance, a mechanism whereby derived classes can extend and specialize base classes.

10.1 Class declarations
A class-declaration isa type-declaration (89.5) that declares anew class.

class-declaration:
attributes,:  classmodifiers,, class identifier class-base,; class-body ;op

A class-declaration consists of an optional set of attributes (817), followed by an optional set of class-modifiers
(810.1.1), followed by the keyword class and an identifier that names the class, followed by an optiona class-
base specification (810.1.2), followed by a class-body (810.1.3), optionaly followed by a semicolon.

10.1.1 Class modifiers
A class-declaration may optionally include a sequence of class modifiers:

class-modifiers;
class-modifier
classsmodifiers class-modifier

class-modifier:
new
public
protected
internal
private
abstract
sealed

It is an error for the same modifier to appear multiple times in a class declaration.

The new modifier is only permitted on nested classes. It specifies that the class hides an inherited member by the
same name, as described in §10.2.2.

The public, protected, internal, and private modifiers control the accessibility of the class. Depending
on the context in which the class declaration occurs, some of these modifiers may not be permitted (83.3.1).

The abstract and sealed modifiers are discussed in the following sections.

10.1.1.1 Abstract classes
The abstract modifier is used to indicate that a class is incomplete and intended only to be a base class of
other classes. An abstract class differs from a non-abstract classisthe following ways.

An abstract class cannot be instantiated, and it is an error to use the new operator on an abstract class. While
it is possible to have variables and values whose compile-time types are abstract, such variables and values
will necessarily either be null I or contain references to instances of non-abstract classes derived from the
abstract types.

An abstract classis permitted (but not required) to contain abstract methods and accessors.

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 163



C# LANGUAGE REFERENCE

An abstract class cannot be sedled.

When a non-abstract class is derived from an abstract class, the non-abstract class must include actual
implementations of all inherited abstract methods and accessors. Such implementations are provided by
overriding the abstract methods and accessors. In the example

abstract class A

public abstract void FQ);

abstract class B: A

public void GO {}

class C: B

public override void FQ {
// actual implementation of F

}
the abstract class A introduces an abstract method F. Class B introduces an additional method G, but doesn’t
provide an implementation of F. B must therefore also be declared abstract. Class C overrides F and provides an
actual implementation. Since there are no outstanding abstract methods or accessorsin C, C is permitted (but not
required) to be non-abstract.

10.1.1.2 Sealed classes
The sealed modifier is used to prevent derivation from aclass. An error occurs if a sealed classis specified as
the base class of another class.

A sealed class cannot aso be an abstract class.

The sealed modifier is primarily used to prevent unintended derivation, but it also enables certain run-time
optimizations. In particular, because a sealed class is known to never have any derived classes, it is possible to
transform virtual function member invocations on sealed class instances into non-virtua invocations.

10.1.2 Class base specification

A class declaration may include a class-base specification which defines the direct base class of the class and
the interfaces implemented by the class.

class-base:
class-type
interface-type-list
classtype , interface-type-list

interface-type-list:
interface-type
interface-type-list , interface-type

10.1.2.1 Base classes

When aclass-typeis included in the class-base, it specifies the direct base class of the class being declared. If a
class declaration has no class-base, or if the class-base lists only interface types, the direct base class is assumed
to beobject. A classinherits members from its direct base class, as described in §10.2.1

In the example
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class A {}
class B: A {}

class A is said to be the direct base class of B, and B is said to be derived from A. Since A does not explicitly
specify adirect base class, its direct base classisimplicitly object.

The direct base class of a class type must be at |east as accessible as the class type itself (83.3.4). For example, it
isan error for apublic classto derive from aprivate or internal class.

The base classes of aclass are the direct base class and its base classes. In other words, the set of base classesis
the transitive closure of the direct base class relationship. Referring to the example above, the base classes of B
are Aand object.

Except for class object, every class has exactly one direct base class. The object class has no direct base
class and is the ultimate base class of all other classes.

When aclassB derivesfrom aclass A, it is an error for A to depend on B. A classdirectly dependson its direct
base class (if any) and directly depends on the class within which it isimmediately nested (if any). Given this
definition, the complete set of classes upon which a class depends is the transitive closure of the directly
dependson relationship.

The example
class A: B {}
class B: C {}
class C: A {}
isin error because the classes circularly depend on themsealves. Likewise, the example
class A: B.C {}
class B: A

public class C {}

isin error because A dependson B. C (its direct base class), which depends on B (its immediately enclosing
class), which circularly depends on A.

Note that a class does not depend on the classes that are nested within it. In the example

class A

class B: A {}

B depends on A (because A is both its direct base class and its immediately enclosing class), but A does not
depend on B (since B is neither a base class nor an enclosing class of A). Thus, the exampleisvalid.

It is not possible to derive from asealed class. In the example

sealed class A {}

class B: A {} // Error, cannot derive from a sealed class
class B isin error because it attempts to derive from the sealed class A.

10.1.2.2 Interface implementations

A class-base specification may include alist of interface types, in which case the class is said to implement the
given interface types. Interface implementations are discussed further in 813.4.
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10.1.3 Class body
The class-body of a class defines the members of the class.

class-body:
{ class-member-declarations,: }

10.2 Class members
The members of a class consist of the members introduced by its class-member-declarations and the members
inherited from the direct base class.

class-member-declarations:
class-member-declaration
class-member-declarations class-member-declaration

class-member-declaration:
constant-declaration
field-declaration
method-declaration
property-declaration
event-declaration
indexer-declaration
operator-declaration
constructor-declaration
destructor-declaration
static-constructor-declaration
type-declaration

The members of a class are divided into the following categories:
Constants, which represent constant values associated with the class (810.3).
Fields, which are the variables of the class (810.4).
Methods, which implement the computations and actions that can be performed by the class (§10.5).

Properties, which define named attributes and the actions associated with reading and writing those
attributes (810.6).

Events, which define notifications that are generated by the class (810.7).

Indexers, which permit instances of the class to be indexed in the same way as arrays (810.8).
Operators, which define the expression operators that can be applied to instances of the class (810.9).
Instance constructors, which implement the actions required to initialize instances of the class (810.10)

Destructors, which implement the actions to perform before instances of the class are permanently discarded
(810.112).

Static constructors, which implement the actions required to initiaize the class itself (810.12).

Types, which represent the types that are local to the class (89.5).

Members that contain executable code are collectively known as the function members of the class. The function
members of a class are the methods, properties, indexers, operators, constructors, and destructors of the class.
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A class-declaration creates a new declaration space (83.1), and the class-member-declarationsimmediately
contained by the class-declaration introduce new members into this declaration space. The following rules
apply to class-member-declarations:

Constructors and destructors must have the same name as the immediately enclosing class. All other
members must have names that differ from the name of the immediately enclosing class.

The name of a congtant, field, property, event, or type must differ from the names of all other members
declared in the same class.

The name of a method must differ from the names of al other non-methods declared in the same class. In
addition, the signature (83.4) of a method must differ from the signatures of all other methods declared in
the same class.

The signature of an indexer must differ from the signatures of all other indexers declared in the same class.
The signature of an operator must differ from the signatures of al other operators declared in the same class.

The inherited members of a class (810.2.1) are specifically not part of the declaration space of a class. Thus, a
derived classis dlowed to declare a member with the same name or signature as an inherited member (which in
effect hides the inherited member).

10.2.1 Inheritance

A class inherits the members of its direct base class. Inheritance means that a classimplicitly contains all
members of its direct base class, except for the constructors and destructors of the base class. Some important
aspects of inheritance are:

Inheritance is transitive. If C isderived from B, and B is derived from A, then C inherits the members
declared in B aswell as the members declared in A.

A derived class extends its direct base class. A derived class can add new members to those it inherits, but it
cannot remove the definition of an inherited member.

Constructors and destructors are not inherited, but all other members are, regardless of their declared
accessibility (83.3). However, depending on their declared accessibility, inherited members may not be
accessiblein aderived class.

A derived class can hide (83.5.1.2) inherited members by declaring new members with the same name or
signature. Note however that hiding an inherited member does not remove the member—it merely makes
the member inaccessible in the derived class.

An instance of a class contains a copy of al instance fields declared in the class and its base classes, and an
implicit conversion (86.1.4) exists from a derived class type to any of its base class types. Thus, areference
to aderived class instance can be treated as a reference to a base class instance.

A class can declare virtual methods, properties, and indexers, and derived classes can override the
implementation of these function members. This enables classes to exhibit polymorphic behavior wherein
the actions performed by a function member invocation varies depending on the run-time type of the
instance through which the function member is invoked.

10.2.2 The new modifier

A class-member-declaration is permitted to declare a member with the same name or signature as an inherited
member. When this occurs, the derived class member is said to hide the base class member. Hiding an inherited
member is not considered an error, but it does cause the compiler to issue awarning. To suppress the warning,
the declaration of the derived class member can include a new modifier to indicate that the derived member is
intended to hide the base member. This topic is discussed further in 83.5.1.2.

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 167



C# LANGUAGE REFERENCE

If anew modifier isincluded in a declaration that doesn’t hide an inherited member, awarning is issued to that
effect. Thiswarning is suppressed by removing the new modifier.

It isan error to use the new and override modifiersin the same declaration.

10.2.3 Access modifiers

A class-member-declaration can have any one of the five possible types of declared accessibility (83.3.1):
public, protected internal, protected, internal, or private. Except for the protected internal
combination, it is an error to specify more than one access modifier. When a class-member-declaration does not
include any access modifiers, the declaration defaults to private declared accessibility.

10.2.4 Constituent types

Types that are referenced in the declaration of a member are called the constituent types of the member. Possible
congtituent types are the type of a constant, field, property, event, or indexer, the return type of a method or
operator, and the parameter types of a method, indexer, operator, or constructor.

The constituent types of a member must be at least as accessible as the member itself (83.3.4).

10.2.5 Static and instance members

Members of aclass are either static members or instance members Generally speaking, it is useful to think of
static members as belonging to classes and instance members as belonging to objects (instances of classes).

When afield, method, property, event, operator, or constructor declaration includes a static modifier, it
declares a static member. In addition, a constant or type declaration implicitly declares a static member. Static
members have the following characteristics:

When a static member is referenced in a member-access (87.5.4) of the form E.M, E must denote atype. It is
an error for E to denote an instance.

A static field identifies exactly one storage location. No matter how many instances of a class are created,
thereis only ever one copy of a static field.

A satic function member (method, property, indexer, operator, or constructor) does not operate on a specific
instance, and it is an error to refer to this in a gatic function member.

When afield, method, property, event, indexer, constructor, or destructor declaration does not include astatic
modifier, it declares an instance member. An instance member is sometimes called a non-static member.
Instance members have the following characteristics:

When an instance member is referenced in a member-access (87.5.4) of the form E. M, E must denote an
instance. It is an error for E to denote atype.

Every instance of a class contains a separate copy of al instance fields of the class.

An instance function member (method, property accessor, indexer accessor, constructor, or destructor)
operates on a given instance of the class, and this instance can be accessed as this (87.5.7).

The following example illustrates the rules for accessing static and instance members:

class Test

.
int x;
static int y;
void FQO {
X = 1; // Ok, same as this.x =1
y = 1; // Ok, same as Test.y = 1
}
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static void GO {
X 1; // Error, cannot access this.Xx
y 1; // Ok, same as Test.y = 1

}

static void Main(Q) {
Test t = new Test(Q);

t.x = 1; // Ok

t.y = 1; // Error, cannot access static member through instance
Test.x = 1; // Error, cannot access instance member through type
Test.y = 1; // Ok

}
}
The F method shows that in an instance function member, a simple-name (87.5.2) can be used to access both
instance members and static members. The G method shows that in a static function member, it is an error to
access an instance member through a simple-name. The Main method shows that in a member-access(87.5.4),
instance members must be accessed through instances, and static members must be accessed through types.

10.2.6 Nested types

10.3 Constants

Constants are members that represent constant values. A constant-declaration introduces one or more constants
of agiven type.

constant-declaration:
attributes,; constant-modifiersy: const type constant-declarators ;

constant-modifiers:
constant-modifier
constant-modifiers constant-modifier

constant-modifier:
new
public
protected
internal
private

constant-declarators:
constant-declarator
constant-declarators , constant-declarator

constant-declarator:
identifier = constant-expression

A constant-declaration may include set of attributes (817), a new modifier (810.2.2), and avalid combination of
the four access modifiers (810.2.3). The attributes and modifiers apply to al of the members declared by the
constant-declaration. Even though constants are considered static members, aconstant-declaration neither
requires nor allows a static modifier.

The type of aconstant-declaration specifies the type of the members introduced by the declaration. The typeis
followed by alist of constant-declarator s, each of which introduces a new member. A constant-declarator
consists of an identifier that names the member, followed by an “=" token, followed by a constant-expression
(87.15) that gives the value of the member.

The type specified in a constant declaration must be sbyte, byte, short, ushort, int, uint, long, ulong,
char, float, double, decimal, bool, string, an enum-type, or areference-type. Each constant-expression
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must yield a vaue of the target type or of atype that can be converted to the target type by an implicit
conversion (86.1).

The type of a constant must be at least as accessible as the constant itself (83.3.4).

A constant can itself participate in a constant-expression. Thus, a constant may be used in any construct that
requires a constant-expression. Examples of such constructs include case labels, goto case statements, enum
member declarations, attributes, and other constant declarations.

As described in §7.15, a constant-expression is an expression that can be fully evaluated at compile-time. Since
the only way to create a non-null value of a reference-type other than string isto apply the new operator, and
since the new operator is not permitted in a constant-expression, the only possible vaue for constants of
reference-types other than string isnull.

When a symbolic name for a constant value is desired, but when type of the value is not permitted in a constant
declaration or when the value cannot be computed at compile-time by a constant-expression, a readonly fidd
(810.4.2) may be used instead.

A constant declaration that declares multiple constants is equivalent to multiple declarations of single constants
with the same attributes, modifiers, and type. For example

class A

public const double X = 1.0, Y = 2.0, Z = 3.0;

is equivaent to
class A

public const double X
public const double Y
public const double Z

I
WN -
[e)oNe]

Congtants are permitted to depend on other constants within the same project as long as the dependencies are not
of acircular nature. The compiler automatically arranges to evaluate the constant declarations in the appropriate
order. In the example

class A
{ ] ]
public const int X = B.Z + 1;
public const int Y = 10;
}
class B
public const int Z = ALY + 1;
}

the compiler first evaluates Y, then evaluates z, and finally evaluates X, producing the values 10, 11, and 12.
Congtant declarations may depend on constants from other projects, but such dependencies are only possiblein
one direction. Referring to the example above, if A and B were declared in separate projects, it would be possible
for A_X todepend on B. Z, but B. Z could then not simultaneously depend on A. Y.

10.4 Fields
Fields are members that represent variables. A field-declaration introduces one or more fields of a given type.

field-declaration:
attributes,, field-modifiers,: type variable-declarators ;
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field-modifiers:
field-modifier
field-modifiers field-modifier

field-modifier:
new
public
protected
internal
private
static
readonly

variable-declarators;
variable-declarator
variable-declarators , variable-declarator

variable-declarator:
identifier
identifier = variable-initializer
variable-initializer:
expression
array-initializer
A field-declaration may include set of attributes (817), anew modifier (810.2.2), avaid combination of the four
access modifiers (810.2.3), astatic modifier (810.4.1), and areadonly modifier (810.4.2). The attributes
and modifiers apply to al of the members declared by thefield-declaration.

The type of afield-declaration specifies the type of the members introduced by the declaration. The typeis
followed by alist of variable-declarators, each of which introduces a new member. A variable-declarator
congists of an identifier that names the member, optionally followed by an “=" token and avariable-initializer
(810.4.4) that gives theinitial vaue of the member.

The type of afield must be at least as accessible asthe field itself (83.3.4).

The value of afield is obtained in an expression using a simple-name (87.5.2) or a member-access (87.5.4). The
vaue of afield is modified using an assignment (87.13).

A fidd declaration that declares multiple fields is equivaent to multiple declarations of single fields with the
same attributes, modifiers, and type. For example

class A

public static int X =1, Y, Z = 100;

isequivalent to
class A
public static int X = 1;
public static int Y;
public static int Z = 100;

10.4.1 Static and instance fields

When afield-declaration includes a static modifier, the fields introduced by the declaration are static fields
When no static modifier is present, the fields introduced by the declaration are instancefields. Static fields
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and instance fields are two of the several kinds of variables (85) supported by C#, and are at times referred to as
static variablesand instance variables

A static field identifies exactly one storage location. No matter how many instances of a class are created, there
isonly ever one copy of astatic field. A static field comes into existence when the type in which it is declared is
loaded, and ceases to exist when the type in which it is declared is unloaded.

Every instance of a class contains a separate copy of all instance fields of the class. An instance field comes into
existence when a new instance of its classis created, and ceases to exist when there are no references to that
instance and the destructor of the instance has executed.

When afidd is referenced in a member-access (87.5.4) of theform E. M, if M isa dtatic field, E must denote a
type, and if M is an instance field, E must denote an instance.

The differences between static and instance members are further discussed in 810.2.5.

10.4.2 Readonly fields

When afield-declaration includes a readonly modifier, assignments to the fields introduced by the declaration
can only occur as part of the declaration or in a constructor in the same class. Specificaly, assgnmentsto a
readonly field are permitted only in the following contexts:

In the variable-declarator that introduces the field (by including a variable-initializer in the declaration).

For an instance field, in the instance constructors of the class that contains the field declaration, or for a
dtatic field, in the static constructor of the class the contains the field declaration. These are aso the only
contexts in which it isvalid to pass a readonly field asan out or ref parameter.

Attempting to assign to areadonly field or passit asan out or ref parameter in any other context is an error.

10.4.2.1 Using static readonly fields for constants

A static readonly field is useful when a symbolic name for a constant value is desired, but when the type of
the value is not permitted in a const declaration or when the value cannot be computed at compile-time by a
constant-expression. In the example

public class Color

{
public static readonly Color Black = new Color(0, 0, 0);
public static readonly Color White = new Color(255, 255, 255);
public static readonly Color Red = new Color(255, 0, 0);
public static readonly Color Green = new Color(0, 255, 0);
public static readonly Color Blue = new Color(0, O, 255);
private byte red, green, blue;
public Color(byte r, byte g, byte b) {
red = r;
green = ¢;
blue = b;
}
}

theBlack, Write, Red, Green, and Blue members cannot be declared as const members because their
values cannot be computed at compile-time. However, declaring the members as static readonly fields has
much the same effect.

10.4.2.2 Versioning of constants and static readonly fields

Constants and readonly fields have different binary versioning semantics. When an expression references a
constant, the value of the constant is obtained at compile-time, but when an expression references a readonly
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field, the value of the field is not obtained until run-time. Consider an application that consists of two separate
projects:

namespace Projectl
public class Utils

public static readonly int X = 1;

}
}

namespace Project2

class Test

{
static void Main() {
Console._WriteLine(Projectl._ Utils.X);
}

}

}
TheProjectl and Project2 namespaces denote two projects that are compiled separately. Because
Projectl.Utils.X isdeclared as a static readonly field, the value output by the Console._WriteLine
statement is not known at compile-time, but rather is obtained at run-time. Thus, if the value of X is changed and
Projectl isrecompiled, the Console.WriteLine statement will output the new vaue even if Project?2
isn’'t recompiled. However, had X been a constant, the value of X would have been obtained at the time
Project2 was compiled, and would remain unaffected by changesin Projectl until Project?2 is
recompiled.

10.4.3 Field initialization

Theinitial value of afield is the default value (85.2) of the field' s type. When a classis loaded, al static fields
areinitiaized to their default values, and when an instance of aclassis created, al instance fields are initiaized
to their default values. It is not possible to observe the value of afield before this default initiaization has
occurred, and afield is thus never “uninitialized”. The example

class Test

{
static bool b;
int i;
static void Main(Q) {
Test t = new Test();
Console._WriteLine("b = {0}, 1 = {1}, b, t.i);
}
}
produces the output

b = False, i =0

because b is automatically initialized to its default value when the classis loaded and i is automatically
initialized to its default value when an instance of the classiis created.

10.4.4 Variable initializers

Field declarations may include variable-initializers. For static fields, variable initializers correspond to
assignment statements that are executed when the classis loaded. For instance fields, variable initiaizers
correspond to assignment statements that are executed when an instance of the classis created.

The example
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class Test

{
static double x = Math.Sqrt(2.0);
int i = 100;
string s = "Hello™;
static void Main(Q) {
Test t = new Test();
Console. WriteLine("x = {0}, 1 = {1}, s = {2}, x, t.i, t.s);
}
}
produces the output

X = 1.414213562373095, 1 = 100, s Hello

because an assignment to x occurs when the classis loaded and assignmentsto i and s occur when an new
instance of the classis created.

The default value initiaization described in 810.4.3 occurs for dl fields, including fields that have variable
initializers. Thus, when aclassisloaded, all static fields are first initialized to their default values, and then the
static field initidlizers are executed in textual order. Likewise, when an instance of aclassis created, all instance
fields are first initialized to their default values, and then the instance fild initializers are executed in textual
order.

It ispossible for static fields with variable initializers to be observed in their default value state, though thisis
strongly discouraged as a matter of style. The example

class Test

static Int a
static Iint b

static void Mai
Console.Writ
}

b+ 1;
a+ 1;
nQ {

eLine(Ma = {0}, b = {1}, a, b);

}
exhibits this behavior. Despite the circular definitions of aand b, the program is legal. It produces the output

a=1, b =2

because the static fields a and b areinitialized to 0 (the default value for int) before their initializers are
executed. When the initializer for a runs, the value of b iszero, and so a isinitialized to 1. When the initializer
for b runs, the value of a isdready 1, and so b isinitiaized to 2.

10.4.4.1 Static field initialization

The tatic field variable initializers of a class correspond to a sequence of assignments that are executed
immediately upon entry to the static constructor of the class. The variable initializers are executed in the textua
order they appear in the class declaration. The class loading and initialization process is described further in
§10.12.

10.4.4.2 Instance field initialization

The instance field variable initializers of a class correspond to a sequence of assignments that are executed
immediately upon entry to one of the instance constructors of the class. The variable initializers are executed in
the textual order they appear in the class declaration. The class instance creation and initialization processis
described further in §10.10.
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A variableinitidizer for an instance field cannot reference the instance being created. Thus, it is an error to
reference this in avariableinitidizer, asisit an error for avariable initializer to reference any instance
member through a smple-name. In the example

class A
int x = 1;
inty = x + 1; // Error, reference to instance member of this

the variableinitializer for y isin error because it references a member of the instance being created.

10.5 Methods

Methods implement the computations and actions that can be performed by a class. Methods are declared using
method-declarations:

method-decl aration:
method-header method-body

method-header:
attributes,y method-modifiers,,: return-type member-name ( formal-parameter-list,: )

method-modifiers;
method-modifier
method-modifiers method-modifier

method-modifier:
new
public
protected
internal
private
static
virtual
override
abstract
extern

return-type:

type

void
member-name:

identifier

interface-type . identifier
method-body:

block

A method-declaration may include set of attributes (817), anew modifier (810.2.2), avalid combination of the
four access modifiers (810.2.3), one of the static (810.5.2), virtual (810.5.3), override (810.5.4), or
abstract (810.5.5) modifiers, and an extern (810.5.6) modifier.

The return-type of a method declaration specifies the type of the value computed and returned by the method.
The return-type isvoid if the method does not return a value.
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The member-name specifies the name of the method. Unless the method is an explicit interface member
implementation, the member-name issmply an identifier. For an explicit interface member implementation
(813.4.1) , the member-name consists of an interface-type followed by a“.” and an identifier.

The optiona formal-parameter-list specifies the parameters of the method (810.5.1).

The return-type and each of the types referenced in the formal-parameter-list of a method must be at least as
accessible as the method itself (83.3.4).

For abstract and extern methods, the method-body consists smply of a semicolon. For al other methods,
the method-body consists of ablock which specifies the statements to execute when the method is invoked.

The name and the formal parameter list of method defines the signature (83.4) of the method. Specifically, the
signature of a method consists of its name and the number, modifiers, and types of its formal parameters. The
return typeis not part of a method' s signature, nor are the names of the formal parameters.

The name of a method must differ from the names of al other non-methods declared in the same class. In
addition, the signature of a method must differ from the signatures of all other methods declared in the same
class.

10.5.1 Method parameters
The parameters of a method, if any, are declared by the method’ sformal-parameter-list.

formal-parameter-list:
formal -parameter
formal-parameter-list , formal-parameter

formal-parameter:

attributes,,, parameter-modifier, type identifier
parameter-modifier:

ref

out
params

The formal parameter list consists of zero or more formal-parameters, separated by commas. A formal-
parameter consists of an optiona set of attributes (817), an optional modifier, atype, and an identifier. Each
formal-parameter declares a parameter of the given type with the given name.

A method declaration creates a separate declaration space for parameters and local variables. Names are
introduced into this declaration space by the forma parameter list of the method and by local variable
declarations in the block of the method. All names in the declaration space of a method must be unique. Thus, it
isan error for aparameter or loca variable to have the same name as another parameter or loca variable.

A method invocation (87.5.5.1) creates a copy, specific to that invocation, of the formal parameters and local
variables of the method, and the argument list of the invocation assigns vaues or variable references to the
newly created formal parameters. Within the block of a method, formal parameters can be referenced by their
identifiersin simple-name expressions (87.5.2).

There are four kinds of formal parameters:
Vaue parameters, which are declared without any modifiers.
Reference parameters, which are declared with the ref modifier.
Output parameters, which are declared with the out modifier.

Params parameters, which are declared with the params modifier.
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As described in 83.4, parameter modifiers are part of a method' s signature.

10.5.1.1 Value parameters

A parameter declared with no modifiersis avalue parameter. A vaue parameter corresponds to alocal variable
that getsitsinitial value from the corresponding argument supplied in the method invocation.

When aformal parameter is a value parameter, the corresponding argument in a method invocation must be an
expression of atype that isimplicitly convertible (86.1) to the formal parameter type.

A method is permitted to assign new values to a value parameter. Such assignments only affect the local storage
location represented by the value parameter—they have no effect on the actual argument given in the method
invocation.

10.5.1.2 Reference parameters

A parameter declared with a ref modifier is areference parameter. Unlike a value parameter, areference
parameter does not create a new storage location. Instead, a reference parameter represents the same storage
location as the variable given as the argument in the method invocation.

When aformal parameter is a reference parameter, the corresponding argument in a method invocation must
consist of the keyword ref followed by a variable-reference (85.4) of the same type as the formal parameter. A
variable must be definitely assigned before it can be passed as a reference parameter.

Within amethod, a reference parameter is aways considered definitely assigned.
The example

class Test

static void Swap(ref int x, ref int y) {
int temp = Xx;
X =Vy;
y = temp;

}

static void Main(Q) {
inti =1, j = 2;
Swap(ref i, ref j);
Console._WriteLine(i = {0}, j = {1}, i, });
3
}

produces the output

i=2,3J=1
For the invocation of Swap in Main, x represents i and y represents j. Thus, the invocation has the effect of
swapping the values of i and j.

In amethod that takes reference parametersit is possible for multiple names to represent the same storage
location. In the example

class A

{

string s;

void F(ref string a, ref string b) {
"One';

"Two";

"Three";

S
a
b

}
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void GO {
F(ref s, ref s);

}

the invocation of F in G passes areference to s for both a and b. Thus, for that invocation, the names s, a, and b
all refer to the same storage location, and the three assignments all modify the instance field s.

10.5.1.3 Output parameters

A parameter declared with an out modifier is an output parameter. Similar to a reference parameter, an output
parameter does not create a new storage location. Instead, an output parameter represents the same storage
location as the variable given as the argument in the method invocation.

When aformal parameter is an output parameter, the corresponding argument in a method invocation must
consist of the keyword out followed by a variable-reference (85.4) of the same type as the formal parameter. A
variable need not be definitely assigned before it can be passed as an output parameter, but following an
invocation where a variable was passed as an output parameter, the variable is considered definitely assigned.

Within amethod, just like aloca variable, an output parameter isinitially considered unassigned and must be
definitely assigned before its value is used.

Every output parameter of a method must be definitely assigned before the method returns.
Output parameters are typically used in methods that produce multiple return values. For example:

class Test

static void SplitPath(string path, out string dir, out string name) {
int i = path.Length;
while (i > 0) {
char ch = path[i - 1];
if (ch == "\\" || ch == */" || ch == ":") break;

}
dir = path.Substring(0, i);
name = path._Substring(i);

}

static void Main(Q) {
string dir, name;
SplitPath('c:\\Windows\\System\\hello.txt", out dir, out name);
Console._WriteLine(dir);
Console._WriteLine(name);

}
}

The example produces the outpuit:

c:\Windows\System\
hello.txt

Note that the dir and name variables can be unassigned before they are passed to SplitPath, and that they are
considered definitely assigned following the call.

10.5.1.4 Params parameters

A parameter declared with a params modifier is a params parameter. A params parameter must be the last
parameter in the forma parameter list, and the type of a params parameter must be a single-dimension array
type. For example, the types int[] and int[][] can be used as the type of a params parameter, but the type
int[,] cannot be used in thisway.

A params parameter enables a caler to supply valuesin one of two ways.
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The caller may specify an expression of atype that isimplicitly convertible (86.1) to the formal parameter
type. In this case, the params parameter acts precisaly like a value parameter.

Alternatively, the caller may specify zero or more expressions, where the type of each expression is
implicitly convertible (86.1) to the element type of the forma parameter type. In this case, params parameter
isinitialized with an array of the formal parameter type that contains the value or values provided by the

caler.

A method is permitted to assign new values to a params parameter. Such assignments only affect the loca
storage location represented by the params parameter.

The example

void F(params int[] values) {
Console._WriteLine("values contains %0 items"™, values.Length);
foreach (int value in values)
Console._WriteLine("\t%0", value);

}

void GO {
inti =1, J =2, k =3;
F(new int[] {i, j, k);

FCG, 3, K

shows a method F with a params parameter of type int[]. Inthe method G, two invocations of F are shown. In
the first invocation, F is caled with a single argument of type int[]. In the second invocation, F is caled with
three expressions of type int. The output of each cdl isthe same:
values contains 3 items:
1

2
3

A params parameter can be passed aong to another params parameter. In the example

void F(params object[] fparam) {
Console.WriteLine(fparam.Length);

void G(params object[] gparam) {
Console.WriteLine(gparam.Length);

F(gparam);

void HO {
G(1, 2, 3);

themethod G has a params parameter of type object[]. When this parameter is used as an actual argument for
the method F, it is passed aong without modification. The output is:

3
3

The example

void F(params object[] fparam) {
Console._WriteLine(fparam.Length);
}

void G(params object[] gparam) {
Console._WriteLine(gparam.Length);
F((object) gparam); // Note: cast to (object)
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void HO {
G(1, 2, 3);

shows that it is also possible to pass the params parameter as a single vaue by adding a cast. The output is:

3
1

10.5.2 Static and instance methods

When amethod declaration includes a static modifier, the method is said to be a static method. When no
static modifier is present, the method is said to be an instance method.

A static method does not operate on a specific instance, and it is an error to refer to this in astatic method. It is
furthermore an error to include avirtual, abstract, or override modifier on a static method.

An instance method operates on a given instance of a class, and this instance can be accessed as this (87.5.7).
The differences between static and instance members are further discussed in §10.2.5.

10.5.3 Virtual methods

When an instance method declaration includes avi rtual modifier, the method is said to be a virtua method.
When no virtual modifier is present, the method is said to be a non-virtual method.

It isan error for amethod declaration that includes the virtual modifier to aso include any one of the
static, abstract, or override modifiers.

The implementation of a non-virtual method is invariant: The implementation is the same whether the method is
invoked on an instance of the classin which it is declared or an instance of a derived class. In contrast, the
implementation of a virtual method can be changed by derived classes. The process of changing the
implementation of an inherited virtual method is known as overriding the method (810.5.4).

In avirtual method invocation, the run-time type of the instance for which the invocation takes place determines
the actual method implementation to invoke. In a non-virtual method invocation, the compile-time type of the
instance is the determining factor. In precise terms, when a method named N is invoked with an argument list A
on an instance with a compile-time type C and arun-time type R (where R is either C or a class derived from C),
the invocation is processed as follows:

Firgt, overload resolution is applied to C, N, and A, to select a specific method M from the set of methods
declared in and inherited by C. Thisis described in §7.5.5.1.

Then, if M isanon-virtual method, M is invoked.
Otherwise, M is a virtual method, and the most derived implementation of M with respect to R is invoked.

For every virtual method declared in or inherited by a class, there exists a most derived implementation of the
method with respect to that class. The most derived implementation of a virtual method M with respect to a class
R is determined as follows:

If R containsthe introducing virtual declaration of M, then thisis the most derived implementation of M.
Otherwise, if R contains an override of M, then thisis the most derived implementation of M.
Otherwise, the most derived implementation of M is the same as that of the direct base class of R.

The following example illustrates the differences between virtual and non-virtual methods:

class A

public void F(Q) { Console._WriteLine("A.F"); }
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public virtual void G() { Console._WriteLine("A.G™); }
}

class B: A

new public void F() { Console.WriteLine("B.F"); }
public override void G() { Console.WriteLine("'B.G"); }

class Test

static void Main(Q {
b new BQ;

a =
-FQ;
-FQ):
-GQ();
-GO;

TOTO>W

}
}
In the example, A introduces a non-virtual method F and a virtual method G. B introduces a new non-virtual
method F, thus hiding the inherited F, and also overridesthe inherited method G. The example produces the
output:

Www>
OO TT

Notice that the statement a.G() invokesB. G, hot A.G. Thisis because the run-time type of the instance (which
isB), not the compile-time type of the instance (which is A), determines the actua method implementation to
invoke.

Because methods are allowed to hide inherited methods, it is possible for a class to contain severa virtual
methods with the same signature. This does not present an ambiguity problem, since al but the most derived
method are hidden. In the example

class A

public virtual void F() { Console._WriteLine("A.F"); }

class B: A

public override void F() { Console.WriteLine("B.F"); }
}

class C: B

new public virtual void FQ { Console.WriteLine(""C.F"); }

class D: C

public override void F() { Console.WriteLine("'D.F""); }
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class Test

static void Main() {

OO0OTY OW>XO

}

}
the C and D classes contain two virtual methods with the same signature: The one introduced by A and the one
introduced by C. The method introduced by C hides the method inherited from A. Thus, the override declaration
in D overrides the method introduced by C, and it is not possible for D to override the method introduced by A.
The example produces the outpuit:

B.F

B.F

D.F

D.F
Note that it is possible to invoke the hidden virtual method by accessing an instance of D through a less derived
type in which the method is not hidden.

10.5.4 Override methods

When an instance method declaration includes an override modifier, the method overrides an inherited virtual
method with the same signature. Whereas a vi rtual method declaration introduces a new method, an
override method declaration specializes an existing inherited virtual method by providing a new
implementation of the method.

It isan error for an override method declaration to include any one of the new, static, virtual, or
abstract modifiers.

The method overridden by an override declaration is known as the overridden base method. For an override
method M declared in a class C, the overridden base method is determined by examining each base class of C,
starting with the direct base class of C and continuing with each successive direct base class, until an accessible
method with the same signature as M is located. For purposes of locating the overridden base method, a method
isconsdered accessibleif it ispublic, if it iSprotected, if it isprotected internal, orifitis
internal and declared in the same project asC.

A compile-time error occurs unless al of the following are true for an override declaration:
An overridden base method can be located as described above.

The overridden base method is a virtua, abstract, or override method. In other words, the overridden base
method cannot be static or non-virtual.

The override declaration and the overridden base method have the same declared accessibility. In other
words, an override declaration cannot change the accessibility of the virtual method.

An override declaration can access the overridden base method using a base-access (87.5.8). In the example

class A

int x;
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public virtual void PrintFields(Q {
Console.WriteLine("x = {0}, X);

}

class B: A
int y;

public override void PrintFields(Q {
base.PrintFields(Q);
Console._WriteLine(y = {0}", Vy);

}
}

the base.PrintFields() invocationin B invokesthe PrintFields method declared in A. A base-access
disables the virtual invocation mechanism and simply treats the base method as a non-virtual method. Had the
invocation in B been written ((A)this) .PrintFields(), it would recursively invoke the PrintFields
method declared in B, not the one declared in A.

Only by including an override modifier can a method override another method. In all other cases, a method
with the same signature as an inherited method simply hides the inherited method. In the example

class A

public virtual void FQ {}
}

class B: A

public virtual void FO {} // Warning, hiding inherited FQ

the F method in B does not include an override modifier and therefore does not override the F method in A.

Rather, the F method in B hides the method in A, and awarning is reported because the declaration does not
include a new modifier.

In the example
class A

public virtual void FQ {}
}

class B: A

{
new private void FQ {} // Hides A_F within B

class C: B

public override void FQ {} // 0Ok, overrides A_F

the F method in B hides the virtua F method inherited from A. Since the new F in B has private access, its scope
only includes the class body of B and does not extend to C. The declaration of F in C is therefore permitted to
override the F inherited from A.

10.5.5 Abstract methods

When an instance method declaration includes an abstract modifier, the method is said to be an abstract
method. An abstract method isimplicitly also a virtual method.

An abstract declaration introduces a new virtual method but does not provide an implementation of the method.
Instead, non-abstract derived classes are required to provide their own implementation by overriding the
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method. Because an abstract method provides no actual implementation, the method-body of an abstract method
smply consigts of a semicolon.

Abstract method declarations are only permitted in abstract classes (810.1.1.1).

It isan error for an abstract method declaration to include any one of the static, virtual, or override
modifiers.

In the example

public abstract class Shape

public abstract void Paint(Graphics g, Rectangle r);

}

public class Ellipse: Shape

public override void Paint(Graphics g, Rectangle r) {
g-drawEllipse(r);

}

public class Box: Shape

public override void Paint(Graphics g, Rectangle r) {
g-drawRect(r);

}

the Shape class defines the abstract notion of a geometrical shape object that can paint itself. The Paint
method is abstract because there is no meaningful default implementation. The EI'l ipse and Box classes are
concrete Shape implementations. Because theses classes are non-abstract, they are required to override the
Paint method and provide an actua implementation.

Itisan error for a base-access (8§7.5.8) to reference an abstract method. In the example

class A

public abstract void FQ);

class B: A

public override void FQ {
base.FQ); // Error, base.F is abstract

}
an error isreported for the base . F() invocation because it references an abstract method.

10.5.6 External methods

A method declaration may include the extern modifier to indicate that the method is implemented externaly.
Because an externa method declaration provides no actual implementation, the method-body of an external
method smply consists of a semicolon.

The extern modifier istypicaly used in conjunction with aDI 1 Import attribute (§20.1.5), allowing external
methods to be implemented by DLLs (Dynamic Link Libraries). The execution environment may support other
mechanisms whereby implementations of external methods can be provided.

It isan error for an external method declaration to also include the abstract modifier. When an external
method includes aD1 1 Import attribute, the method declaration must also include a static modifier.

This example demonstrates use of the extern modifier and the D11 Import attribute:
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class Path

{
[DIlImport("kernel32", setlLastError=true)]

static extern bool CreateDirectory(string name, SecurityAttributes sa);

[DiTImport("'kernel 32", setLastError=true)]
static extern bool RemoveDirectory(string name);

[DIlImport(“'kernel32", setLastError=true)]
static extern int GetCurrentDirectory(int bufSize, StringBuilder buf);

[DIlImport("kernel32", setLastError=true)]
static extern bool SetCurrentDirectory(string name);

}

10.5.7 Method body
The method-body of a method declaration consists either of ablock or a semicolon.
Abstract and external method declarations do not provide a method implementation, and the method body of an

abstract or external method simply consists of a semicolon. For al other methods, the method body is a block
(88.2) that contains the statements to execute when the method is invoked.

When the return type of amethod isvoid, return statements (88.9.4) in the method body are not permitted to
specify an expression. If execution of the method body of a void method completes normaly (that is, if control
flows off the end of the method body), the method simply returns to the caller.

When the return type of amethod is not void, each return statement in the method body must specify an
expression of atype that isimplicitly convertible to the return type. Execution of the method body of a vaue-
returning method is required to terminate in a return statement that specifies an expression or in a throw
statement that throws an exception. It is an error if execution of the method body can complete normaly. In
other words, in a value-returning method, control is not permitted to flow off the end of the method body.

In the example

class A

public int FOQ {} // Error, return value required
public int GO {

return 1;
3
public int H(bool b) {
it (b) {
return 1;

else {
return O;

}
}

the value-returning F method isin error because control can flow off the end of the method body. The G and H
methods are correct because all possible execution paths end in areturn statement that specifies areturn value.

10.5.8 Method overloading
The method overload resolution rules are described in 87.4.2.

10.6 Properties

A property is a named attribute associated with an object or a class. Examples of properties include the length of
adtring, the size of afont, the caption of awindow, the name of a customer, and so on. Properties are a natural
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extension of fields—both are named members with associated types, and the syntax for accessing fields and
propertiesis the same. However, unlike fields, properties do not dencte storage locations. Instead, properties
have accessors that specify the statements to execute in order to read or write their values. Properties thus
provide a mechanism for associating actions with the reading and writing of an object’s attributes, and they
furthermore permit such attributes to be computed.

Properties are declared using property-declarations:

property-declaration:
attributes,:  property-modifiers,, type member-name { accessor-declarations }

property-modifiers:
property-modifier
property-modifiers property-modifier

property-modifier:
new
public
protected
internal
private
static

member-name:
identifier
interface-type . identifier

A property-declaration may include set of attributes (817), anew modifier (810.2.2), avaid combination of the
four access modifiers (810.2.3), and astatic modifier (810.2.5).

The type of a property declaration specifies the type of the property introduced by the declaration, and the
member-name specifies the name of the property. Unless the property is an explicit interface member
implementation, the member-name is Smply an identifier. For an explicit interface member implementation
(813.4.1) , the member-name consists of an interface-type followed by a“.” and an identifier.

The type of a property must be at least as accessible as the property itself (83.3.4).

The accessor-declarations, which must be enclosed in “{” and “}” tokens, declare the accessors (810.6.2) of the
property. The accessors specify the executable statements associated with reading and writing the property.

Even though the syntax for accessing a property is the same as that for afield, a property is not classified asa
variable. Thus, it is not possible to pass a property asa ref or out parameter.

10.6.1 Static properties

When a property declaration includes a static modifier, the property is said to be a static property. When no
static modifier is present, the property is said to be an instance property.

A static property is not associated with a specific instance, and it is an error to refer to this in the accessors of a
static property. It is furthermore an error to include avirtual, abstract, or override modifier on an
accessor of a static property.

An instance property is associated with a given instance of a class, and this instance can be accessed as this
(87.5.7) in the accessors of the property.

When a property is referenced in a member-access (87.5.4) of theform E. M, if M isa tatic property, E must
denote atype, and if M is an instance property, E must denote an instance.

The differences between static and instance members are further discussed in 810.2.5.
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10.6.2 Accessors

The accessor-declarations of aproperty specify the executable statements associated with reading and writing
the property.

accessor-declarations:
get-accessor-declaration  set-accessor-declarationyy
set-accessor-declaration  get-accessor -declar ationyy

get-accessor-declaration:
accessor-modifiero, get accessor-body

Set-accessor-declaration:
accessor-modifieroy set accessor-body

accessor-modifier:
virtual
override
abstract

accessor-body:
block
The accessor declarations consist of a get-accessor-declaration, a set-accessor-declaration, or both. Each
accessor declaration consists of an optiona accessor-modifier, followed by the token get or set, followed by
an accessor-body. For abstract accessors, theaccessor-body is smply a semicolon. For al other accessors,
the accessor-body is ablock which specifies the statements to execute when the accessor is invoked.

A get accessor corresponds to a parameterless method with a return value of the property type. Except as the
target of an assignment, when a property is referenced in an expression, the get accessor of the property is
invoked to compute the value of the property (87.1.1). The body of aget accessor must conform to the rules for
value-returning methods described in 810.5.7. In particular, all return statementsin the body of a get accessor
must specify an expression that is implicitly convertible to the property type. Furthermore, a get accessor is
required to terminate in a return statement or a throw statement, and control is not permitted to flow off the
end of the get accessor’s body.

A set accessor corresponds to a method with a single value parameter of the property type and a void return
type. Theimplicit parameter of a set accessor is aways named value. When a property is referenced as the
target of an assignment, the set accessor is invoked with an argument that provides the new vaue (87.13.1).
The body of aset accessor must conform to the rules for void methods described in §10.5.7. In particular,
return statementsin the set accessor body are not permitted to specify an expression.

Since a set accessor implicitly has a parameter named value, it is an error for alocal variable declaration in a
set accessor to use that name.

Based on the presence or absence of the get and set accessors, a property is classified as follows:
A property that includes both a get accessor and a set accessor is said to be aread-write property.

A property that has only aget accessor is said to be read-only property. It is an error for aread-only
property to be the target of an assignment.

A property that has only a set accessor is said to be write-only property. Except as the target of an
assignment, it is an error to reference a write-only property in an expression.

|Imp|ementation note
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Inthe .NET runtime, when a class declares a property X of type T, itisan error for the same classto also declare a method
with one of the following signatures:

T get_XQO;

void set X(T value);
The .NET runtime reserves these signatures for compatibility with programming languages that do not support properties.
Note that thisrestriction does not imply that a C# program can use method syntax to access properties or property syntax

to access methods. It merely means that properties and methods that follow this pattern are mutually exclusive within the
same class.

In the example

public class Button: Control

{
private string caption;
public string Caption {
get {
return caption;

set {
if (caption !'= value) {
caption = value;
Repaint();

}
}

public override void Paint(Graphics g, Rectangle r) {
// Painting code goes here
}

}

the Button control declares a public Caption property. The get accessor of the Caption property returns the
string stored in the private caption field. The set accessor checks if the new vaue is different from the
current value, and if so, it stores the new value and repaints the control. Properties often follow the pattern
shown above: The gett accessor smply returns a value stored in a private field, and the set accessor modifies
the private field and then performs any additional actions required to fully update the state of the object.

Given the Button class above, the following is an example of use of the Caption property:

Button okButton = new Button();
okButton.Caption = "OK"; // Invokes set accessor
string s = okButton.Caption; // Invokes get accessor

Here, the set accessor isinvoked by assigning a vaue to the property, and the get accessor isinvoked by
referencing the property in an expression.

The get and set accessors of a property are not distinct members, and it is not possible to declare the accessors
of aproperty separately. The example
class A

{

private string name;

public string Name { // Error, duplicate member name
get { return name; }

public string Name { // Error, duplicate member name
set { name = value; }
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does not declare a single read-write property. Rather, it declares two properties with the same name, one read-
only and one write-only. Since two members declared in the same class cannot have the same name, the
example causes a compile-time error to occur.

When a derived class declares a property by the same name as an inherited property, the derived property hides
the inherited property with respect to both reading and writing. In the example

class A

public int P {
set {...}

}

class B: A

{

new public int P {
get {...}
}
the P property in B hides the P property in A with respect to both reading and writing. Thus, in the statements

B b new BQ;

b.P = 1; // Error, B.P is read-only

((AMDb).P =1; // Ok, reference to A.P

the assgnment to b . P causes an error to be reported, since the read-only P property in B hides the write-only P
property in A. Note, however, that a cast can be used to access the hidden P property.

Unlike public fields, properties provide a separation between an object’s interna state and its public interface.
Consider the example:

class Label
{
private int x, y;
private string caption;
public Label(int x, int y, string caption) {
this.x = Xx;
this.y = y;
this.caption = caption;
}
public int X {
get { return x; }

public int Y {
get { return y; }

public Point Location {
get { return new Point(x, y); }

public string Caption {
get { return caption; }

}

Here, the Label classusestwo int fieds, x and y, to store its location. The location is publicly exposed both
asan X and aY property and asalLocation property of type Point. If, in afuture version of Label, it
becomes more convenient to store the location as aPoint internally, the change can be made without affecting
the public interface of the class:
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class Label

{

private Point location;
private string caption;

public Label(int x, int y, string caption) {
this.location = new Point(X, y);
this.caption = caption;

}

public int X {
get { return location.x; }

public Iint Y {
get { return location.y; }

public Point Location {
get { return location; }

public string Caption {
get { return caption; }
}
Had x and y instead been public readonly fields, it would have been impossible to make such a change to
the Label class.

Exposing state through properties is not necessarily any less efficient than exposing fields directly. In particular,
when a property accessor is non-virtual and contains only a small amount of code, the execution environment
may replace calls to accessors with the actual code of the accessors. This processis known asinlining, and it
makes property access as efficient as field access, yet preserves the increased flexibility of properties.

Since invoking a get accessor is conceptually equivalent to reading the value of afield, it is considered bad
programming style for get accessors to have observable side-effects. In the example

class Counter

private int next;

public int Next {
get { return next++; }

}
the value of the Next property depends on the number of times the property has previoudy been accessed. Thus,
accessing the property produces an observable side-effect, and the property should instead be implemented as a
method.

The “no side-effects’ convention for get accessors doesn’t mean that get accessors should always be written to
simply return values stored in fields. Indeed, get accessors often compute the value of a property by accessing
multiple fields or invoking methods. However, a properly designed get accessor performs no actions that cause
observable changes in the state of the object.

Properties can be used to delay initialization of a resource until the moment it isfirst referenced. For example:
public class Console

private static TextReader reader;
private static TextWriter writer;
private static TextWriter error;
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public static TextReader In {
get {
if (reader == null) {
reader = new StreamReader(File.OpenStandardinput());

by
return reader;
}
}
public static TextWriter Out {
get {
if (writer == null) {
writer = new StreamWriter(File.OpenStandardOutput());
return writer;
}
public static TextWriter Error {
get {
it (error == null) {
error = new StreamWriter(File.OpenStandardError());
return error;
}
}

}

The Consol e class contains three properties, In, Out, and Error, that represent the standard input, output, and
error devices. By exposing these members as properties, the Consol e class can delay their initiaization until
they are actually used. For example, upon first referencing the Out property, asin

Console.Out._WriteLine("*Hello world™);

the underlying TextWriter for the output device is created. But if the application makes no reference to the In
and Error properties, then no objects are created for those devices.

10.6.3 Virtual, override, and abstract accessors

Provided a property is not static, aproperty declaration may include a virtual modifier or an abstract
modifier on either or both of its accessors. There is no requirement that the modifiers be the same for each
accessor. For example, it is possible for a property to have anon-virtual get accessor and avirtua set
accessor.

The virtual accessors of an inherited property can be overridden in a derived class by including a property
declaration that specifies override directives on its accessors. This is known as an overriding property
declaration. An overriding property declaration does not declare a new property. Instead, it smply specializes
the implementations of the virtual accessors of an existing property.

It is an error to mix override and non-override accessors in a property declaration. If a property declaration
includes both accessors, then both must include an override directive or both must omit it.

An overriding property declaration must specify the exact same access modifiers, type, and name as the
inherited property, and it can override only those inherited accessors that are virtual. For example, if an inherited
property has anon-virtual get accessor and avirtua set accessor, then an overriding property declaration can
only include an override set accessor.

When both accessors of an inherited property are virtual, an overriding property declaration is permitted to only
override one of the accessors.
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Except for differences in declaration and invocation syntax, virtua, override, and abstract accessors behave
exactly like avirtual, override and abstract methods. Specifically, the rules described in §10.5.3, 810.5.4, and
810.5.5 apply asif accessors were methods of a corresponding form:

A get accessor corresponds to a parameterless method with a return value of the property type and a set of
modifiers formed by combining the modifiers of the property and the modifier of the accessor.

A set accessor corresponds to a method with a single value parameter of the property type, avoid return
type, and a set of modifiers formed by combining the modifiers of the property and the modifier of the
accessor.

In the example

abstract class A

{ .
int y;
public int X {
virtual get {
return O;
}

}

public int Y {
get {
return y;

by
virtual set {
y = value;

}

protected int Z {
abstract get;
abstract set;

}
}
X isaread-only property with avirtual get accessor, Y is aread-write property with anon-virtual get accessor
and avirtual set accessor, and Z is aread-write property with abstract get and set accessors. Because the
containing classis abstract, Z is permitted to have abstract accessors.

A classthat derives from A is shown below:

class B: A

{

int z;

public int X {
override get {
return base.X + 1;
}

}

public int Y {
override set {
base.Y = value < 0? 0: value;
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protected int Z {
override get {
return z;
}

override set {
z = value;
}

}
}
Here, because their accessors specify the override modifier, the declarations of X, Y, and z are overriding
property declarations. Each property declaration exactly matches the access modifiers, type, and name of the
corresponding inherited property. The get accessor of X and the set accessor of Y use the base keyword to
access the inherited accessors. The declaration of Z overrides both abstract accessors—thus, there are no
outstanding abstract function membersin B, and B is permitted to be a non-abstract class.

10.7 Events

Events permit a class to declare notifications for which clients can attach executable code in the form of event
handlers. Events are declared using event-declarations:

event-declaration:
event-field-declaration
event-property-declaration

event-field-declaration:
attributes,; event-modifiers,y event type variable-declarators ;

event-property-declaration:
attributes, event-modifiers,: event type member-name { accessor-declarations }

event-modifiers:
event-modifier
event-modifiers event-modifier

event-modifier:
new
public
protected
internal
private
static

An event declaration is either an event-field-declaration or an event-property-declaration. In both cases, the
declaration may include set of attributes(817), a new modifier (810.2.2), a valid combination of the four access
modifiers (§810.2.3), and a static modifier (§10.2.5).

The type of an event declaration must be a delegate-type (815), and that delegate-type must be at least as
accessible as the event itself (83.3.4).

An event field declaration corresponds to afield-declaration (810.4) that declares one or more fields of a
delegate type. The readonly modifier is not permitted in an event field declaration.

An event property declaration corresponds to aproperty-declaration (810.6) that declares a property of a
delegate type. The member-name and accessor-declarations are equivalent to those of a property declaration,
except that an event property declaration must include both aget accessor and a set accessor, and that the
accessors are not permitted to include virtual, override, or abstract modifiers.
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Within the program text of the class or struct that contains an event member declaration, the event member
corresponds exactly to a private field or property of a delegate type, and the member can thus be used in any
context that permits afield or property.

Outside the program text of the class or struct that contains an event member declaration, the event member can
only be used as the left hand operand of the += and -= operators (87.13.3). These operators are used to attach or
remove event handlers to or from an event member, and the access modifiers of the event member control the
contexts in which the operations are permitted.

Since += and -= are the only operations that are permitted on an event member outside the type that declares the
event member, externa code can append and remove handlers for an event, but cannot in any other way obtain
or modify the value of the underlying event field or event property.

In the example

public delegate void EventHandler(object sender, Event e);
public class Button: Control

{

public event EventHandler Click;
protected void OnClick(Event e) {
if (Click '= null) Click(this, e);

public void Reset() {
Click = null;

}

there are no restrictions on usage of the Click event field within the Button class. Asthe example
demonstrates, the field can be examined, modified, and used in delegate invocation expressions. The OnClick
method in the Button class “raises’ the Click event. The notion of raising an event is precisely equivalent to
invoking the del egate represented by the event member—thus, there are no specia language constructs for
raising events. Note that the delegate invocation is preceded by a check that ensures the delegate is non-null.

Outside the declaration of the Button class, the Click member can only be used on the left hand side of the +=
and -= operators, asin

b.Click += new EventHandler(...);

which appends a delegate to the invocation list of the Click event, and
b.Click -= new EventHandler(...);

which removes a delegate from the invocation list of the Click event.

In an operation of the form x +=y or x -= y, when x is an event member and the reference takes place outside
the type that contains the declaration of x, the result of the operation is void (as opposed to the value of x after
the assignment). This rule prohibits external code from indirectly examining the underlying delegate of an event
member.

The following example shows how event handlers are attached to instances of the Button classabove:

public class LoginDialog: Form

Button OkButton;
Button CancelButton;
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public LoginDialog() {
OkButton = new Button(...);
OkButton.Click += new EventHandler(OkButtonClick);
CancelButton = new Button(...);
CancelButton.Click += new EventHandler(CancelButtonClick);

}

void OkButtonClick(object sender, Event e) {
// Handle OkButton.Click event
}

void CancelButtonClick(object sender, Event e) {
// Handle CancelButton.Click event
}

Here, the LoginDial og congtructor creates two Button instances and attaches event handlersto the Click

events.

Event members are typically fields, asin the Button example above. In cases where the storage cost of one
field per event is not acceptable, a class can declare event properties instead of event fields and use a private
mechanism for storing the underlying delegates. (In scenarios where most events are unhandled, using afield
per event may not be acceptable. The ability to use a properties rather than fields allows for space vs. speed
tradeoffs to be made by the developer.)

In the example

class Control: Component

{

}

// Unique keys for events

static readonly object mouseDownEventKey = new object();
static readonly object mouseUpEventKey = new object();

// Return event handler associated with key

protected Delegate GetEventHandler(object key) {...}

// Set event handler associated with key

protected void SetEventHandler(object key, Delegate handler) {...}
// MouseDown event property

public event MouseEventHandler MouseDown {
get {
return (MouseEventHandler)GetEventHandler(mouseDownEventKey) ;

set {
SetEventHandler(mouseDownEventKey, value);

}
// MouseUp event property

public event MouseEventHandler MouseUp {
get {
return (MouseEventHandler)GetEventHandler(mouseUpEventKey) ;

set {
SetEventHandler(mouseUpEventKey, value);
}

}

the Control classimplements an internal storage mechanism for events. The SetEventHandler method
associates a delegate value with a key, and the GetEventHandler method returns the delegate currently

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 195



C# LANGUAGE REFERENCE

associated with a key. Presumably the underlying storage mechanism is designed such that there is no cost for
associating anul I delegate value with a key, and thus unhandled events consume no storage.

Implementation note
In the .NET runtime, when a class declares an event member X of a delegatetype T, itisan error for the same classto also
declare a method with one of the following signatures:

void add_X(T handler);
void remove_X(T handler);

The .NET runtime reserves these signatures for compatibility with programming languages that do not provide operators
or other language constructs for attaching and removing event handlers. Note that this restriction does not imply that a C#
program can use method syntax to attach or remove event handlers. It merely means that events and methods that follow
this pattern are mutually exclusive within the same class.

When a class declares an event member, the C# compiler automatically generatesthe add_X and remove_X methods
mentioned above. For example, the declaration

class Button

public event EventHandler Click;

can be thought of as
class Button

private EventHandler Click;

public void add_Click(EventHandler handler) {
Click += handler;
}

public void remove_Click(EventHandler handler) {
Click -= handler;
}

}

The compiler furthermore generates an event member that referencesthe add_X and remove_X methods. From the point
of view of a C# program, these mechanics are purely implementation details, and they have no observabl e effects other
than theadd_X and remove_X signatures being reserved.

10.8 Indexers

Indexers permit instances of a classto be indexed in the same way as arrays. Indexers are declared using
indexer-declarations:

indexer-declaration:
attributes,, indexer-modifiers,: indexer-declarator { accessor-declarations 3}

indexer-modifiers:
indexer-modifier
indexer-modifiers indexer-modifier

indexer-modifier:
new
public
protected
internal
private

indexer-declarator:
type this [ formal-index-parameter-list ]
type interface-type . this [ formal-index-parameter-list ]
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formal-index-parameter-list:
formal-index-parameter
formal-index-parameter-list , formal-index-parameter
formal-index-parameter:
attributes,, type identifier
An indexer-declaration may include set of attributes (817), a new modifier (810.2.2), and a valid combination
of the four access modifiers (810.2.3).

The type of an indexer declaration specifies the element type of the indexer introduced by the declaration.
Unless the indexer is an explicit interface member implementation, the typeis followed by the keyword this.
For an explicit interface member implementation, the type is followed by an interface-type, a“.”, and the
keyword this. Unlike other members, indexers do not have user-defined names.

The formal-index-parameter-list specifies the parameters of the indexer. The formal parameter list of an indexer
corresponds to that of a method (810.5.1), except that at least one parameter must be specified, and that the ref
and out parameter modifiers are not permitted.

The type of an indexer and each of the types referenced in the formal-index-parameter-list must be at least as
accessible as the indexer itself (83.3.4).

The accessor-declarations, which must be enclosed in “{” and “}” tokens, declare the accessors of the indexer.
The accessors specify the executable statements associated with reading and writing indexer elements.

Even though the syntax for accessing an indexer element is the same as that for an array element, an indexer
element is not classified asavariable. Thus, it is not possible to pass an indexer eement asa ref or out
parameter.

The formal parameter list of an indexer defines the signature (83.4) of the indexer. Specificaly, the signature of
an indexer consists of the number and types of its formal parameters. The element type is not part of an
indexer’s signature, nor are the names of the formal parameters.

The signature of an indexer must differ from the signatures of all other indexers declared in the same class.
Indexers and properties are very similar in concept, but differ in the following ways:
A property isidentified by its name, whereas an indexer is identified by its signature.

A property is accessed through a simple-name (87.5.2) or a member-access (87.5.4), whereas an indexer
element is accessed through an element-access (87.5.6.2).

A property can be a static member, whereas an indexer is always an instance member.

A get accessor of a property corresponds to a method with no parameters, whereas a gett accessor of an
indexer corresponds to a method with the same formal parameter list as the indexer.

A set accessor of a property corresponds to a method with a single parameter named value, whereas a
set accessor of an indexer corresponds to a method with the same formal parameter list as the indexer, plus
an additional parameter named value.

It isan error for an indexer accessor to declare alocal variable with the same name as an indexer parameter.

With these differences in mind, all rules defined in §10.6.2 and 810.6.3 apply to indexer accessors as well as
property accessors.

I mplementation note

Inthe .NET runtime, when a class declares an indexer of type T with a formal parameter list P, itisan error for the same
classto also declare a method with one of the following signatures:
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T get_Iltem(P);
void set_ltem(P, T value);

The .NET runtime reserves these signatures for compatibility with programming languages that do not support indexers.
Note that this restriction does not imply that a C# program can use method syntax to access indexers or indexer syntax to
access methods. It merely means that indexers and methods that follow this pattern are mutually exclusive within the same

class.

The example below declares a BitArray class that implements an indexer for accessing the individua bitsin
the bit array.

class BitArray

{
int[] bits;
int length;
public BitArray(int length) {
if (length < 0) throw new ArgumentException();
bits = new int[((length - 1) >> 5) + 1];
this.length = length;
}
public int Length {
get { return length; }
public bool this[int index] {
get {
if (index < 0 || index >= length) {
throw new IndexOutOfRangeException();
}
return (bits[index >> 5] & 1 << index) != 0;
set {
if (index < 0 || index >= length) {
throw new IndexOutOfRangeException();
}
if (value) {
bits[index >> 5] |= 1 << index;
}
else {
bits[index >> 5] &= ~(1 << index);
}
}
}
}

An instance of the BitArray class consumes substantially less memory than a corresponding bool [] (each
value occupies only one bit instead of one byte), but it permits the same operations asabool [].

Thefollowing CountPrimes class uses aBitArray and the classical “sieve’ agorithm to compute the number
of primes between 1 and a given maximum:

class CountPrimes
{
static int Count(int max) {
BitArray flags = new BitArray(max + 1);
int count = 1;
for (int i1 = 2; i1 <=
it (Iflags[il) {
for (int jJ = 1 * 2; j <= max; Jj += i) Flags[j] = true;
count++;

max; i++) {

}
¥
return count;

}
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static void Main(string[] args) {
int max = int.Parse(args[0]);
int count = Count(max);
Console_WriteLine(""Found {0} primes between 1 and {1}, count, max);

}
}

Note that the syntax for accessing elements of the BitArray is precisely the same asfor abool[].

10.8.1 Indexer overloading
The indexer overload resolution rules are described in 87.4.2.

10.9 Operators
Operators permit a class to define expression operators that can be applied to instances of the class. Operators
are declared using operator-declarations:

operator-declaration:
attributes, operator-modifiers operator-declarator block

operator-modifiers:
public static
static public

operator-declarator:
unary-oper ator-declarator
binary-operator-declarator
conver sion-oper ator-declarator

unary-operator-declarator:
type operator overloadable-unary-operator ( type identifier )

overloadable-unary-operator: one of
+ - ! ~ ++ -— true false

binary-operator-declarator:
type operator overloadable-binary-operator ( type identifier , type identifier )

overloadable-binary-operator: one of
+ - * / % & | n << >> == 1= > < >= <=

conver sion-oper ator-declarator:
implicit operator type ( type identifier )
explicit operator type ( type identifier )

There are three categories of operators. Unary operators (810.9.1), binary operators (810.9.2), and conversion
operators (810.9.3).

The following rules apply to all operator declarations:

An operator declaration must include both apublic and astatic modifier, and is not permitted to include
any other modifiers.

The parameter(s) of an operator must be value parameters. It is an error to for an operator declaration to
specify ref or out parameters.

The signature of an operator must differ from the signatures of al other operators declared in the same class.

All types referenced in an operator declaration must be at least as accessible as the operator itself (83.3.4).
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Each operator category imposes additional restrictions, as described in the following sections.

Like other members, operators declared in a base class are inherited by derived classes. Because operator
declarations always require the class or struct in which the operator is declared to participate in the signature of
the operator, it is not possible for an operator declared in a derived class to hide an operator declared in a base
class. Thus, the new modifier is never required, and therefore never permitted, in an operator declaration.

For al operators, the operator declaration includes ablock which specifies the statements to execute when the
operator isinvoked. The block of an operator must conform to the rules for value-returning methods described in
810.5.7.

Additional information on unary and binary operators can be found in §7.2.
Additional information on conversion operators can be found in §6.4.

10.9.1 Unary operators

The following rules apply to unary operator declarations, where T denotes the class or struct type that contains
the operator declaration:

A unary +, -, 1, or ~ operator must take a single parameter of type T and can return any type.
A unary ++ or -- operator must take a single parameter of type T and must return type T.
A unary true or false operator must take a single parameter of type T and must return type bool.

The signature of a unary operator consists of the operator token (+, -, I, ~, ++, ——, true, or false) and the
type of the single formal parameter. The return type is not part of a unary operator’s signature, nor is the name
of the formal parameter.

The true and false unary operators require pair-wise declaration. An error occurs if a class declares one of
these operators without also declaring the other. The true and fal se operators are further described in §7.16.

10.9.2 Binary operators

A binary operator must take two parameters, at least one of which must be of the class or struct type in which
the operator is declared. A binary operator can return any type.

The signature of abinary operator consists of the operator token (+, -, *, 7, %, &, |, ~, <<, >>,==, 1=, >, <, >=,
or <=) and the types of the two formal parameters. The return type is not part of a binary operator’ s signature,
nor are the names of the formal parameters.

Certain binary operators require pair-wise declaration. For every declaration of either operator of a pair, there
must be a matching declaration of the other operator of the pair. Two operator declarations match when they
have the same return type and the same type for each parameter. The following operators require pair-wise
declaration:

operator == and operator !=
operator > and operator <

operator >= and operator <=

10.9.3 Conversion operators

A conversion operator declaration introduces a user-defined conversion (86.4) which augments the pre-defined
implicit and explicit conversions.
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A conversion operator declaration that includes the implicit keyword introduces a user-defined implicit
conversion. Implicit conversions can occur in a variety of situations, including function member invocations,
cast expressions, and assignments. This is described further in 86.1.

A conversion operator declaration that includes the explicit keyword introduces a user-defined explicit
conversion. Explicit conversions can occur in cast expressions, and are described further in 86.2.

A conversion operator converts from a source type, indicated by the parameter type of the conversion operator,
to atarget type, indicated by the return type of the conversion operator. A class or struct is permitted to declare a
conversion from a source type S to atarget type T provided al of the following are true:

S and T are different types.

Either S or T isthe class or struct type in which the operator declaration takes place.
Neither S nor T isobject or an interface-type.

Tisnot abaseclassof S,and S isnot abase classof T.

From the second rule it follows that a conversion operator must either convert to or from the class or struct type
in which the operator is declared. For example, it is possible for a class or struct type C to define a conversion
from C to int and from int to C, but not from int to bool.

It is not possible to redefine a pre-defined conversion. Thus, conversion operators are not allowed to convert
from or to object because implicit and explicit conversions aready exist between object and al other types.
Likewise, neither of the source and target types of a conversion can be a base type of the other, since a
conversion would then aready exist.

User-defined conversions are not alowed to convert from or to interface-types. This restriction in particular
ensures that no user-defined transformations occur when converting to an interface-type, and that a conversion
to an interface-type succeeds only if the object being converted actually implements the specified interface-type

The signature of a conversion operator consists of the source type and the target type. (Note that thisis the only
form of member for which the return type participates in the signature.) The implicit or explicit
classification of a conversion operator is not part of the operator’s signature. Thus, a class or struct cannot
declare both an implicit and an explicit conversion operator with the same source and target types.

In general, user-defined implicit conversions should be designed to never throw exceptions and never lose
information. If a user-defined conversion can give rise to exceptions (for example because the source argument
is out of range) or loss of information (such as discarding high-order bits), then that conversion should be
defined as an explicit conversion.

In the example
public struct Digit

byte value;

public Digit(byte value) {
if (value < 0 |] value > 9) throw new ArgumentException();
this.value = value;

}

public static implicit operator byte(Digit d) {
return d.value;

public static explicit operator Digit(byte b) {
return new Digit(b);
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the conversion from Digit to byte isimplicit because it never throws exceptions or loses information, but the
conversion from byte to Digit isexplicit since Digit can only represent a subset of the possible values of a
byte.

10.10 Instance constructors

Constructors implement the actions required to initialize instances of a class. Constructors are declared using
constructor-declarations:

constructor-declaration:
attributes, constructor-modifiers,: constructor-declarator block

constructor-modifiers:
constructor-modifier
constructor-modifiers constructor-modifier

constructor-modifier:
public
protected
internal
private

constructor-declarator:
identifier ( formal-parameter-list,,: ) constructor-initializer oy

constructor-initializer:
base ( argument-listy: )
this ( argument-listyy )
A constructor-declaration may include set of attributes (817) and avalid combination of the four access
modifiers (§810.2.3).

The identifier of a constructor-declarator must name the class in which the constructor is declared. If any other
name is specified, an error occurs.

The optional formal-parameter-list of a constructor is subject to the same rules as the formal-parameter-list of a
method (810.5). The forma parameter list defines the signature (83.4) of a constructor and governs the process
whereby overload resolution (87.4.2) selects a particular constructor in an invocation.

Each of the types referenced in the formal-parameter-list of a constructor must be at least as accessible as the
congtructor itself (83.3.4).

The optional constructor-initializer specifies another constructor to invoke before executing the statements
given in the block of this constructor. Thisis described further in §10.10.1

The block of a constructor declaration specifies the statements to execute in order to initialize a new instance of
the class. This corresponds exactly to the block of an instance method with avoid return type (810.5.7).

Constructors are not inherited. Thus, a class has no other constructors than those that are actually declared in the
class. If aclass contains no constructor declarations, a default constructor is automatically provided (810.10.4).

Congtructors are invoked by object-creation-expressions (87.5.10.1) and through constructor-initializer s.

10.10.1 Constructor initializers

All constructors (except for the constructors of class object) implicitly include an invocation of another
constructor immediately before the first statement in the block of the constructor. The constructor to implicitly
invoke is determined by the constructor-initializer:
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A congtructor initializer of the form base(. . .) causes a constructor from the direct base classto be
invoked. The constructor is selected using the overload resolution rules of 87.4.2. The set of candidate
congtructors consists of all accessible constructors declared in the direct base class. If the set of candidate
constructors is empty, or if asingle best constructor cannot be identified, an error occurs.

A congructor initializer of the form this(. . .) causes acongructor from the classitsdaf to be invoked.
The constructor is selected using the overload resolution rules of 87.4.2. The set of candidate constructors
consists of al accessible constructors declared in the classitsalf. If the set of candidate constructorsis
empty, or if asingle best constructor cannot be identified, an error occurs. If a constructor declaration
includes a constructor initializer that invokes the constructor itself, an error occurs.

If a constructor has no constructor initializer, a constructor initializer of the form base () isimplicitly provided.
Thus, a constructor declaration of the form

CC.-) {---}
is exactly equivaent to
C(...): base(Q {.-.}

The scope of the parameters given by the formal-parameter-list of a constructor declaration includes the
constructor initializer of that declaration. Thus, a constructor initializer is permitted to access the parameters of
the constructor. For example:

class A

public A(int x, int y) {}

class B: A

public B(int x, int y): base(x + vy, x - y) {}

A constructor initializer cannot access the instance being created. It is therefore an error to reference this in an
argument expression of the constructor initializer, asisit an error for an argument expression to reference any
instance member through a simple-name.

10.10.2 Instance variable initializers

When a constructor has no constructor initializer or a constructor initializer of the form base(. . .), the
constructor implicitly performs the initializations specified by the variable-initializers of the instance fields
declared in the class. This corresponds to a sequence of assignments that are executed immediately upon entry to
the constructor and before the implicit invocation of the direct base class constructor. The variable initiaizers
are executed in the textual order they appear in the class declaration.

10.10.3 Constructor execution

It isuseful to think of instance variable initializers and constructor initializers as statements that are
automatically inserted before the first statement in the block of a constructor. The example

class A
i
int x =1, y = -1, count;
public AQ {
count = 0;
}
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public ACint n) {
count = n;

}
class B: A
double sqrt2 = Math_.Sqrt(2.0);

ArrayList items = new ArrayList(100);
int max;

public B(): this(100) {
items.Add("'default™);

}
public B(int n): base(n — 1) {
3 max = n;

}

contains several variable initializers and also contains constructor initializers of both forms (base and this).
The example corresponds to the code shown below, where each comment indicates an automatically inserted
statement (the syntax used for the automatically inserted constructor invocations isn’'t valid, but merely servesto
illustrate the mechanism).

class A

{
int x, y, count;
public AQ {
X = 1; // Variable initializer

y = -1; // Variable initializer
object(); // Invoke object() constructor
count = 0O;
}
public ACint n) {
X = 1; // Variable initializer
y = -1; // Variable initializer
object(); // Invoke object() constructor
count = n;
}
}
class B: A
{
double sqrt2;
ArrayList items;
int max;
public B(): this(100) {
B(100); // Invoke B(int) constructor
items.Add("default™);
public B(int n): base(n — 1) {
sqrt2 = Math.Sqrt(2.0); // Variable initializer
items = new ArrayList(100); // Variable initializer
A(n — 1); // Invoke A(int) constructor
max = n;
}
}

Note that variable initializers are transformed into assignment statements, and that these assignment statements
are executed before the invocation of the base class constructor. This ordering ensures that all instance fields are
initialized by their variable initializers before any statements that have access to the instance are executed. For
example:
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class A

public AQ {
PrintFields();

}
public virtual void PrintFields(Q {}

class B: A

int x = 1;

int y;

public BQO {
y = -1;

}

public override void PrintFields() {
Console._WriteLine("'x = {0}, v = {1}, X, V¥);
}
}

When new B() is used to create an instance of B, the following output is produced:
x=1,y =20
The value of x is 1 because the variable initializer is executed before the base class constructor is invoked.

However, the value of y is0 (the default value of an int) because the assignment to y is not executed until after
the base class constructor returns.

10.10.4 Default constructors
If aclass contains no constructor declarations, a default constructor is automatically provided. The default
constructor is always of the form

public CQ): base() {}

where C is the name of the class. The default constructor simply invokes the parameterless constructor of the
direct base class. If the direct base class does not have an accessible parameterless constructor, an error occurs.
In the example

class Message

object sender;
string text;

adefault constructor is provided because the class contains no constructor declarations. Thus, the exampleis
precisely equivaent to

class Message

object sender;
string text;

public Message(): base() {}
}

10.10.5 Private constructors

When a class declares only private constructors it is not possible for other classes to derive from the class or
create instances of the class (an exception being classes nested within the class). Private constructors are
commonly used in classes that contain only static members. For example:
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public class Trig

{
private Trig(Q) {} // Prevent instantiation

public const double Pl = 3.14159265358979323846;

public static double Sin(double x) {...}
public static double Cos(double x) {...}
public static double Tan(double x) {...}

}

The Trig class provides a grouping of related methods and constants, but is not intended to be instantiated. 1t
therefore declares a single private constructor. Note that at least one private constructor must be declared to
suppress the automatic generation of a default constructor (which always has public access).

10.10.6 Optional constructor parameters
The this(...) form of congtructor initializers is commonly used in conjunction with overloading to
implement optional constructor parameters. In the example

class Text

t public Text(): this(0, 0, null) {}

public Text(int x, int y): this(x, y, null) {}
public Text(int x, int y, string s) {
// Actual constructor implementation

}
the first two constructors merely provide the default values for the missing arguments. Both usea this(...)
constructor initializer to invoke the third constructor, which actually does the work of initializing the new
instance. The effect isthat of optional constructor parameters:

Text tl = new Text(); // Same as Text(0, 0, null)
Text t2 = new Text(5, 10); // Same as Text(5, 10, null)
Text t3 = new Text(5, 20, "Hello™);

10.11 Destructors

Destructors implement the actions required to destruct instances of a class. Destructors are declared using
destructor-declarations:

destructor-declaration:
attributes,y ~ identifier ( ) block

A destructor-declaration may include set of attributes (817).

The identifier of adestructor-declarator must name the class in which the destructor is declared. If any other
name is specified, an error occurs.

The block of a destructor declaration specifies the statements to execute in order to initidize a new instance of
the class. This corresponds exactly to the block of an instance method with avoid return type (810.5.7).

Destructors are not inherited. Thus, a class has no other destructors than those that are actualy declared in the
class.

Destructors are invoked automatically, and cannot be invoked explicitly. An instance becomes dligible for
destruction when it is no longer possible for any code to use the instance. Execution of the destructor or
destructors for the instance may occur at any time after the instance becomes eligible for destruction. When an
instance is destructed, the destructors in an inheritance chain are caled in order, from most derived to least
derived.
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10.12 Static constructors

Static constructors implement the actions required to initialize a class. Static constructors are declared using
static-constructor-declarations:

stati c-constructor -declaration:
attributes,y static identifier ( ) block

A static-constructor-declaration may include set of attributes (817).

The identifier of a static-constructor-declarator must name the class in which the static constructor is declared.
If any other name is specified, an error occurs.

The block of a static constructor declaration specifies the statements to execute in order to initialize the class.
This corresponds exactly to the block of a static method with avoid return type (810.5.7).

Static constructors are not inherited.

Static constructors are invoked automatically, and cannot be invoked explicitly. The exact timing and ordering
of static constructor execution is not defined, though several guarantees are provided:

The static constructor for a classis executed before any instance of the classis created.
The dtatic constructor for a classis executed before any static member of the class is referenced.

The static congtructor for a class is executed before the static constructor of any of its derived classes are
executed.

The static constructor for a class never executes more than once.
The example

using System;
class Test

static void Main() {

A-FQ);
B-FO;

}

class A

{
static AQ {
Console.WriteLine(Init A™);

public static void F(Q)
Console._WriteLine(""A_F'");

}

class B

static B {
Console.WriteLine("Init B™);

}

public static void F(Q)
Console._WriteLine("'B.F'");

}
}

could produce either the output:
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Init A
A_F
Init B
B.F

or the output:

Init B
Init A
A_F
B.F

because the exact ordering of static constructor execution is not defined.
The example

using System;

class Test

{
static void Main() {
Console._WriteLine("1");
B.GO;
Console.WriteLine("2™);
}
}
class A
static AQ {
Console.WriteLine(Init A™);
}

class B: A

static B {
Console.WriteLine("Init B™);
}

public static void GO {
Console.WriteLine("B.G");
}

}
is guaranteed to produce the output:

Init A
Init B
B.G

because the static constructor for the class A must execute before the static constructor of the class B, which
derives from it.

10.12.1 Class loading and initialization

It is possible to construct circular dependencies that allow static fields with variable initializers to be observed in
their default value state.

The example

class A

public static int X = B.Y + 1;
}
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class B

public static int Y = A.X + 1;

static void Main(Q) {
Console. WriteLine(™X = {0}, Y = {1}, A.X, B.Y);

}
produces the output
X=1,Y =2

To execute the Main method, the system first loads class B. The static constructor of B proceeds to compute the
initia value of Y, which recursively causes A to be |oaded because the value of A. X is referenced. The static
constructor of A in turn proceeds to compute the initia value of X, and in doing so fetches the default value of v,
which is zero. A_X isthusinitialized to 1. The process of loading A then completes, returning to the calculation
of theinitial value of Y, the result of which becomes 2.

Had the Main method instead been located in class A, the example would have produced the output
X=2,Y=1

Circular references in static field initializers should be avoided since it is generally not possible to determine the
order in which classes containing such references are loaded.

Copyright O Microsoft Corporation 1999-2000. All Rights Reserved. 209






Chapter 11 Structs

11. Structs

11.1 Struct declarations

struct-declaration:
attributesy,  struct-modifiers,, struct identifier struct-interfaces, struct-body ;op

11.1.1 Struct modifiers

struct-modifiers:
struct-modifier
struct-modifiers struct-modifier

struct-modifier:
new
public
protected
internal
private

11.1.2 Interfaces

struct-interfaces:
interface-type-list

11.1.3 Struct body

struct-body:
{ struct-member-declarations,, ¥

11.2 Struct members

struct-member-declar ations:
struct-member -decl aration
struct-member-declarations  struct-member-declaration

struct-member -declar ation:
class-member-declaration

11.3 Struct examples

11.3.1 Database integer type

The DBInt struct below implements an integer type that can represent the complete set of vaues of the int
type, plus an additional state that indicates an unknown value. A type with these characteristics is commonly
used in databases.

public struct DBInt

// The Null member represents an unknown DBInt value.
public static readonly DBInt Null = new DBInt();
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// When the defined field is true, this DBInt represents a known value
// which is stored in the value fTield. When the defined field is false,
// this DBInt represents an unknown value, and the value field is 0.

int value;
bool defined;

// Private constructor. Creates a DBInt with a known value.

DBInt(int value) {
this.value = value;
this.defined = true;

}
// The IsNull property is true if this DBInt represents an unknown value.
public bool IsNull { get { return !'defined; } }

// The Value property is the known value of this DBInt, or O if this
// DBInt represents an unknown value.

public int Value { get { return value; } }
// Implicit conversion from int to DBInt.

public static implicit operator DBInt(int x) {
return new DBInt(x);

// Explicit conversion from DBInt to int. Throws an exception if the
// given DBInt represents an unknown value.

public static explicit operator int(DBInt x) {
if (Ix.defined) throw new InvalidOperationException();
return x.value;

public static DBInt operator +(DBInt x) {
return Xx;

public static DBInt operator -(DBInt x) {
return x.defined? new DBInt(-x.value): Null;

public static DBInt operator +(DBInt x, DBInt y) {
return x.defined && y.defined? new DBInt(x.value

+

y.value): Null;

public static DBInt operator -(DBInt x, DBInt y) {

return x.defined && y.defined? new DBInt(x.value y.value): Null;

public static DBInt operator *(DBInt x, DBInt y) {
return x.defined && y.defined? new DBInt(x.value

*

y.value): Null;

public static DBInt operator /(DBInt x, DBInt y) {
return x.defined && y.defined? new DBInt(x.value

N

y.value): Null;

public static DBInt operator %(DBInt x, DBInt y) {
return x.defined && y.defined? new DBInt(x.value % y.value): Null;

public static DBBool operator ==(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool (x.value == y.value): DBBool.Null;

}
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public static DBBool operator !'=(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool(x.value '= y_value): DBBool.Null;

}

public static DBBool operator >(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool(x.value > y_value): DBBool .Null;

}

public static DBBool operator <(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool(x.value < y.value): DBBool .Null;

}

public static DBBool operator >=(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool(x.value >= y._.value): DBBool.Null;

}

public static DBBool operator <=(DBInt x, DBInt y) {
return x.defined && y.defined?
new DBBool (x.value <= y.value): DBBool.Null;

}

11.3.2 Database boolean type

The DBBool gtruct below implements a three-valued logical type. The possible values of this type are
DBBool .True, DBBool . False, and DBBool .Nul I, where the Nul I member indicates an unknown value.
Such three-valued logical types are commonly used in databases.

public struct DBBool

{

// The three possible DBBool values.

public static readonly DBBool Null = new DBBool(0);
public static readonly DBBool False = new DBBool(-1);
public static readonly DBBool True = new DBBool(1);

// Private field that stores -1, 0, 1 for False, Null, True.
int value;
// Private constructor. The value parameter must be -1, 0, or 1.

DBBool (int value) {
this.value = value;
}

// Properties to examine the value of a DBBool. Return true if this
// DBBool has the given value, false otherwise.

public bool IsNull { get { return value == 0; } }
public bool IsFalse { get { return value < 0; } }
public bool IsTrue { get { return value > 0; } }

// Implicit conversion from bool to DBBool. Maps true to DBBool.True and
// false to DBBool.False.

public static implicit operator DBBool(bool x) {
return x? True: False;
3

// Explicit conversion from DBBool to bool. Throws an exception if the
// given DBBool is Null, otherwise returns true or false.
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public static explicit operator bool(DBBool x) {
if (x.value == 0) throw new InvalidOperationException();
return x.value > 0;

}

// Equality operator. Returns Null if either operand is Null, otherwise
// returns True or False.

public static DBBool operator ==(DBBool x, DBBool y) {
if (x.value == 0 || y-value == 0) return Null;
return x.value == y.value? True: False;

}

// Inequality operator. Returns Null if either operand is Null, otherwise
// returns True or False.

public static DBBool operator !'=(DBBool x, DBBool y) {
if (x.value == 0 || y-value == 0) return Null;
return x.value '= y.value? True: False;

}

// Logical negation operator. Returns True if the operand is False, Null
// if the operand is Null, or False if the operand is True.

public static DBBool operator !'(DBBool x) {
return new DBBool(-x.value);

// Logical AND operator. Returns False if eilther operand is False,
// otherwise Null if either operand is Null, otherwise True.

public static DBBool operator &(DBBool x, DBBool y) {
return new DBBool(x.value < y.value? x.value: y.value);
}

// Logical OR operator. Returns True if either operand is True, otherwise
// Null if either operand is Null, otherwise False.

public static DBBool operator |(DBBool x, DBBool y) {
return new DBBool(x.value > y.value? x.value: y.value);

// Definitely true operator. Returns true if the operand is True, false
// otherwise.

public static bool operator true(DBBool x) {
return x.value > O;
}

// Definitely false operator. Returns true if the operand is False, false
// otherwise.

public static bool operator false(DBBool x) {
return x.value < 0O;
}
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12. Arrays

An array is adata structure that contains a number of variables which are accessed through computed indices.
The variables contained in an array, also caled the elements of the array, are dl of the same type, and this type
is caled the dement type of the array.

An array has arank which determines the number of indices associated with each array element. The rank of an
array is also referred to as the dimensions of the array. An array with arank of oneis called a single-dimensiond
array, and an array with arank greater than one is called a multi-dimensional array.

Each dimension of an array has an associated length which is an integral number greater than or equal to zero.
The dimension lengths are not part of the type of the array, but rather are established when an instance of the
array typeis created at run-time. The length of a dimension determines the valid range of indices for that
dimension: For adimension of length N, indices can range from 0 to N — 1 inclusive. The total number of
elementsin an array is the product of the lengths of each dimension in the array. If one or more of the
dimensions of an array have alength of zero, the array is said to be empty.

The element type of an array can be any type, including an array type.

12.1 Array types
An array type is written as anon-array-type followed by one or more rank-specifiers:

array-type:
non-array-type rank-specifiers

non-array-type:
type
rank-specifiers:
rank-specifier
rank-specifiers rank-specifier

rank-specifier:
[ dim-separators,: ]

dim-separators:

élimseparators ,
A non-array-type isany typethat is not itself an array-type.

The rank of an array typeis given by the leftmost rank-specifier in the array-type: A rank-specifier indicates
that the array is an array with arank of one plus the number of “,” tokens in the rank-specifier.

The dement type of an array type is the type that results from deleting the leftmost rank-specifier:
An array type of theform T[R] isan array with rank R and anon-array element typeT.
An array type of the form T[R][R1]...[Rn] isan array with rank R and an element type T[R1]...[Rn].

In effect, the rank-specifiers are read from I€eft to right before the final non-array element type. For example, the
type int[][,,][.] isasingle-dimensional array of three-dimensiona arrays of two-dimensional arrays of
int.
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Arrayswith arank of one are called single-dimensional arrays. Arrays with arank greater than one are called
multi-dimensional arrays, and are also referred to as two-dimensiona arrays, three-dimensiona arrays, and so
on.

At run-time, avaue of an array type can be nul I or areference to an instance of that array type.

12.1.1 The System.Array type

The System.Array typeis the abstract base type of all array types. An implicit reference conversion (86.1.4)
exists from any array type to System.Array, and an explicit reference conversion (86.2.3) exists from
System.Array to any array type. Note that System.Array isitsdf not an array-type Rather, it isaclass-type
from which all array-types are derived.

At run-time, avalue of type System.Array can be null or areference to an instance of any array type.

12.2 Array creation
Array instances are created by array-creation-expressions (87.5.10.2) or by field or local variable declarations
that include an array-initializer (812.6).

When an array instance is created, the rank and length of each dimension are established and then remain
constant for the entire lifetime of the instance. In other words, it is not possible to change the rank of an existing
array instance, nor isit possible to resize its dimensions.

An array instance created by an array-creation-expression is always of an array type. The System.Array type
is an abstract type that cannot be instantiated.

Elements of arrays created by array-creation-expressions are aways initialized to their default value (85.2).

12.3 Array element access

Array elements are accessed using element-access expressions (87.5.6.1) of theform A[ 11, 12, ..., Ix], where
A isan expression of an array type and each 1x isan expression of type int. The result of an array element
accessis avariable, namely the array element selected by the indices.

The elements of an array can be enumerated using a foreach statement (88.8.4).

12.4 Array members
Every array type inherits the members declared by the System.Array type.

12.5 Array covariance

For any two reference-types A and B, if an implicit reference conversion (86.1.4) or explicit reference conversion
(86.2.3) existsfrom A to B, then the same reference conversion aso exists from the array type A[R] to the array
type B[R], whereR isany given rank-specifier (but the same for both array types). This relationship is known as
array covariance. Array covariance in particular means that a value of an array type A[R] may actualy be a
reference to an instance of an array type B[R], provided an implicit reference conversion exists from B to A.

Because of array covariance, assignments to elements of reference type arrays include a run-time check which
ensures that the value being assigned to the array element is actualy of a permitted type (87.13.1). For example:

class Test

{
static void Fill(object[] array, int index, int count, object value) {
for (int i = index; 1 < index + count; i++) array[i] = value;
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static void Main(Q) {
string[] strings = new string[100];
Fill(strings, 0, 100, "Undefined");
Fill(strings, O, 10, null);
Fill(strings, 90, 10, 0);
}
}
The assgnment to array[i] inthe Fi Il method implicitly includes a run-time check which ensures that the
object referenced by value isether nul I or an instance of atype that is compatible with the actual element
type of array. In Main, the first two invocations of Fi Il succeed, but the third invocation causes an
ArrayTypeMismatchException to be thrown upon executing the first assignment to array[i]. The
exception occurs because aboxed int cannot be stored in astring aray.

Array covariance specifically does not extend to arrays of value-types. For example, no conversion exists that
permitsan int[] to betreated asan object[].

12.6 Array initializers
Array initializers may be specified in field declarations (810.4), local variable declarations (88.5.1), and array
creation expressions (87.5.10.2):
array-initializer:
{ variable-initializer-list,,: }
{ variable-initializer-list , %}
variable-initializer-list:
variable-initializer
variable-initializer-list , variable-initializer
variable-initializer:
expression
array-initializer
An array initializer consists of a sequence of variable initializers, enclosed by “{"and “}” tokens and separated
by “,” tokens. Each variable initializer is an expression or, in the case of a multi-dimensional array, a nested
array initializer.
The context in which an array initiaizer is used determines the type of the array being initialized. In an array
creation expression, the array type immediately precedesthe initidizer. In afield or variable declaration, the

array type isthe type of the field or variable being declared. When an array initidizer isused in afield or
variable declaration, such as;

int[] a = {0, 2, 4, 6, 8};
it isssmply shorthand for an equivalent array creation expression:
int[] a = new int[] {0, 2, 4, 6, 8}

For asingle-dimensiona array, the array initializer must consist of a sequence of expressions that are
assignment compatible with the element type of the array. The expressions initiaize array eementsin increasing
order, starting with the element at index zero. The number of expressionsin the array initializer determines the
length of the array instance being created. For example, the array initializer above creates an int[] instance of
length 5 and then initializes the instance with the following values:

a[0] = 0; a[1] = 2; a[2] = 4; a[3] = 6; a[4] = 8;

For amulti-dimensiona array, the array initializer must have as many levels of nesting as there are dimensions
in the array. The outermost nesting level corresponds to the leftmost dimension and the innermost nesting level
corresponds to the rightmost dimension. The length of each dimension of the array is determined by the number
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of elements at the corresponding nesting level in the array initializer. For each nested array initidizer, the
number of elements must be the same as the other array initializers at the same level. The example:

int[,] b = {{0, 1}, {2, 3}, {4, 5}, {6, 7}, {8, 9}};

creates atwo-dimensional array with alength of five for the leftmost dimension and alength of two for the
rightmost dimension:

int[,] b = new int[5, 2];
and then initializes the array instance with the following values:

b[0, 0] = 0; b[0, 1] = 1
b[1l, 0] = 2; b[1, 1] = 3
b[2, 0] = 4: b[2, 1] = 5:
b[3, 0] = 6; b[3, 1] = 7
b[4, 0] = 8; b[4, 1] = 9;

When an array creation expression includes both explicit dimension lengths and an array initidizer, the lengths
must be constant expressions and the number of elements at each nesting level must match the corresponding
dimension length. Some examples:

int i = 3;

int[] x = new int[3] {0, 1, 2}; // OK

int[1 y = new int[i] {0, 1, 2}; // Error, i1 not a constant

int[] z = new int[3] {0, 1, 2, 3}; // Error, length/initializer mismatch

Here, the initidlizer for y isin error because the dimension length expression is not a constant, and the initializer
for z isin error because the length and the number of elementsin the initializer do not agree.
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13. Interfaces

13.1 Interface declarations
An interface-declaration is a type-declaration (89.5) that declares a new interface type.

interface-declaration:
attributes,, interface-modifiers,x interface identifier interface-base,, interface-body ;o

An interface-declaration consists of an optional set of attributes (817), followed by an optional set of interface-
modifiers (813.1.1), followed by the keyword interface and an identifier that names the interface, optionally
followed by an optiona interface-base specification (§13.1.2), followed by ainterface-body (813.1.3),
optionaly followed by a semicolon.

13.1.1 Interface modifiers
An interface-declaration may optionaly include a sequence of interface modifiers.

interface-modifiers:
interface-modifier
interface-modifiers interface-modifier

interface-modifier:
new
public
protected
internal
private

It is an error for the same modifier to appear multiple times in an interface declaration.

The new modifier is only permitted on nested interfaces. It specifies that the interface hides an inherited member
by the same name, as described in §10.2.2

The public, protected, internal, and private modifiers control the accessibility of the interface.
Depending on the context in which the interface declaration occurs, only some of these modifiers may be
permitted (83.3.1).

13.1.2 Base interfaces

An interface can inherit from zero or more interfaces, which are called the explicit base interfaces of the
interface. When an interface has more than zero explicit base interfaces then in the declaration of the interface,
the interface identifier is followed by a colon and a comma-separated list of base interface identifiers.

interface-base:
interface-type-list

The explicit base interfaces of an interface must be at least as accessible as the interface itself (83.3.4). For
example, it is an error to specify aprivate or internal interface in the interface-baseof a public interface.

It is an error for an interface to directly or indirectly inherit from itself.

The base interfaces of an interface are the explicit base interfaces and their base interfaces. In other words, the
set of base interfaces is the complete transitive closure of the explicit base interfaces, their explicit base
interfaces, and so on. In the example
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interface IControl
{

void Paint();
}
interface I1TextBox: IControl
{

void SetText(string text);
¥

nterface IListBox: IControl

i
{
void Setltems(string[] items);
}
interface 1ComboBox: ITextBox, IListBox {}
the base interfaces of 1ComboBox are 1Control, 1TextBox, ad IListBox.

An interface inherits all members of its base interfaces. In other words, the 1ComboBox interface above inherits
members SetText and Setltems aswel asPaint.

A class or struct that implements an interface also implicitly implements al of the interface’ s base interfaces.

13.1.3 Interface body
The interface-body of an interface defines the members of the interface.

interface-body:
{ interface-member-declarations,,: }

13.2 Interface members
The members of an interface are the members inherited from the base interfaces and the members declared by
the interface itself.

interface-member-declarations:
interface-member-declaration
interface-member-declarations interface-member-declaration

interface-member-declar ation:
interface-method-declaration
interface-property-declaration
interface-event-declaration
interface-indexer-declaration

An interface declaration may declare zero or more members. The members of an interface must be methods,
properties, events, or indexers. An interface cannot contain constants, fields, operators, constructors, destructors,
static constructors, or types, nor can an interface contain static members of any kind.

All interface members implicitly have public access. It is an error for interface member declarations to include
any modifiers. In particular, interface members cannot be declared with the abstract, public, protected,
internal, private, virtual, override, or static modifiers,

The example

public delegate void StringListEvent(IStringList sender);
public interface IStringList

void Add(string s);
int Count { get; }
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event StringListEvent Changed;
string this[int index] { get; set; }

declares an interface that contains one each of the possible kinds of members: A method, a property, an event,
and an indexer.

An interface-declaration creates a new declaration space (83.1), and the interface-member-declarations
immediately contained by the interface-declaration introduce new members into this declaration space. The
following rules apply to interface-member-declarations:

The name of a method must differ from the names of al properties and events declared in the same
interface. In addition, the signature (83.4) of a method must differ from the signatures of al other methods
declared in the same interface.

The name of a property or event must differ from the names of al other members declared in the same
interface.

The signature of an indexer must differ from the signatures of all other indexers declared in the same
interface.

The inherited members of an interface are specifically not part of the declaration space of the interface. Thus, an
interface is alowed to declare a member with the same name or signature as an inherited member. When this
occurs, the derived interface member is said to hide the base interface member. Hiding an inherited member is
not considered an error, but it does cause the compiler to issue awarning. To suppress the warning, the
declaration of the derived interface member must include a new modifier to indicate that the derived member is
intended to hide the base member. This topic is discussed further in 83.5.1.2.

If anew modifier isincluded in a declaration that doesn’t hide an inherited member, awarning is issued to that
effect. Thiswarning is suppressed by removing the new modifier.

13.2.1 Interface methods
Interface methods are declared using interface-method-declarations:
interface-method-declaration:
attributes,: newqy return-type identifier ( formal-parameter-listo,: )

The attributes, return-type, identifier, and formal-parameter-list of an interface method declaration have the
same meaning as those of a method declaration in a class (810.5). An interface method declaration is not
permitted to specify a method body, and the declaration therefore always ends with a semicolon.

13.2.2 Interface properties
Interface properties are declared using interface-property-declarations:

interface-property-declaration:
attributes,y newoy type identifier { interface-accessors }

interface-accessors:
get
set
get ; set
set ; get

The attributes, type, and identifier of an interface property declaration have the same meaning as those of a
property declaration in aclass (§10.6).
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The accessors of an interface property declaration correspond to the accessors of a class property declaration
(810.6.2), except that no modifiers can be specified and the accessor body must aways be a semicolon. Thus,
the accessors simply indicate whether the property is read-write, read-only, or write-only.

13.2.3 Interface events
Interface events are declared using interface-event-declarations:
interface-event-declaration:
attributes,y newgy event type identifier ;

The attributes, type, and identifier of an interface event declaration have the same meaning as those of an event
declaration in a class (810.7).

13.2.4 Interface indexers
Interface indexers are declared using interface-indexer-declarations:

interface-indexer-declaration:
attributes,y newoy type this [ formal-index-parameter-list 1 { interface-accessors 3}

The attributes, type, and formal-parameter-list of an interface indexer declaration have the same meaning as
those of an indexer declaration in a class (810.9).

The accessors of an interface indexer declaration correspond to the accessors of a class indexer declaration
(810.8), except that no modifiers can be specified and the accessor body must always be a semicolon. Thus, the
accessors smply indicate whether the indexer is read-write, read-only, or write-only.

13.2.5 Interface member access

Interface members are accessed through member access (§87.5.4) and indexer access (87.5.6.2) expressions of
theform 1 .M and 1[A], where I isan instance of an interface type, M is a method, property, or event of that
interface type, and A is an indexer argument list.

For interfaces that are strictly single-inheritance (each interface in the inheritance chain has exactly zero or one
direct base interface), the effects of the member lookup (87.3), method invocation (87.5.5.1), and indexer access
(87.5.6.2) rules are exactly the same as for classes and structs: More derived members hide less derived
members with the same name or signature. However, for multiple-inheritance interfaces, ambiguities can occur
when two or more unrelated base interfaces declare members with the same name or signature. This section
shows severd examples of such situations. In all cases, explicit casts can be included in the program code to
resolve the ambiguities.

In the example

interface lList

int Count { get; set; }

-

interface ICounter
{
void Count(int 1);
}
interface IListCounter: IList, ICounter {}
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void Test(lListCounter x) {

X.Count(l);
x.Count = 1;
((IList)x) .Count = 1;

((1Counter)x) .Count(l);

}
}

// Error, Count is ambiguous
// Error, Count is ambiguous
// 0Ok, invokes IList.Count.set
// 0Ok, invokes ICounter.Count

the first two statements cause compile-time errors because the member lookup (87.3) of Count in
IListCounter isambiguous. Asillustrated by the example, the ambiguity is resolved by casting x to the
appropriate base interface type. Such casts have no run-time costs—they merely consist of viewing the instance

as aless derived type at compile-time.
In the example

nterface Illnteger

void Add(int i);

nterface IDouble

i

{
void Add(double d);

}

interface INumber: llInteger,
class C

void Test(INumber n) {
n.Add(1);
n.Add(1.0);
((l'Integer)n).Add(1);
((1Double)n) .Add(D);

}

IDouble {}

// Error, both Add methods are applicable
// Ok, only IDouble.Add is applicable

// 0Ok, only lInteger._Add is a candidate
// 0Ok, only IDouble.Add is a candidate

theinvocation n.Add (1) is ambiguous because a method invocation (87.5.5.1) requires all overloaded
candidate methods to be declared in the same type. However, the invocation n.Add(1.0) is permitted because
only 1Double.Add is applicable. When explicit casts are inserted, there is only one candidate method, and thus

no ambiguity.
In the example

interface IBase

void F(int 1);

-

nterface lLeft: IBase

new void F(int i);

i
{
}
interface IRight: IBase
{
void GQ);

}

i

nterface IDerived: lLeft, IRight {}
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class A
void Test(lDerived d) {
d.F(1); // Invokes lLeft.F
((1Base)d) .F(1); // Invokes IBase.F
((iLeft)d) .F(L); // Invokes lLeft.F
((IRight)d) .F(1); // Invokes IBase.F

}
the 1Base . F member is hidden by the 1Left.F member. Theinvocation d.F(1) thus selects ILeft.F, even
though 1Base . F appears to not be hidden in the access path that leads through IRight.

The intuitive rule for hiding in multiple-inheritance interfaces is smply this: If amember is hidden in any access
path, it is hidden in al access paths. Because the access path from IDerived to ILeft to 1Base hides
IBase. F, the member is also hidden in the access path from IDerived to IRight to 1Base.

13.3 Fully qualified interface member names

An interface member is sometimes referred to by its fully qualified name. The fully quaified name of an
interface member consists of the name of the interface in which the member is declared, followed by a dot,
followed by the name of the member. For example, given the declarations

interface IControl

void Paint();

}
interface ITextBox: IControl
{

void SetText(string text);
}

the fully qualified name of Paint is 1Control .Paint and the fully qualified name of SetText is
ITextBox.SetText.

Note that the fully qualified name of a member references the interface in which the member is declared. Thus,
in the example above, it is not possible to refer to Paint as 1 TextBox.Paint.

When an interface is part of a namespace, the fully quaified name of an interface member includes the
namespace name. For example

namespace System

public interface ICloneable

X object Clone();
}

Here, the fully qualified name of the Clone method is System. ICIoneable.Clone.

13.4 Interface implementations

Interfaces may be implemented by classes and structs. To indicate that a class or struct implements an interface,
the interface identifier isincluded in the base class list of the class or struct.

interface ICloneable

{
object Clone();
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interface IComparable

int CompareTo(object other);
}

class ListEntry: ICloneable, IComparable

public object Clone() {---}
public int CompareTo(object other) {...}

A class or struct that implements an interface also implicitly implements al of the interface’ s base interfaces.
Thisistrue even if the class or struct doesn't explicitly list al base interfaces in the base class list.

nterface IControl

i
t
y void Paint();

nterface I1TextBox: I1Control

void SetText(string text);

lass TextBox: ITextBox

i
{
}
C
{

public void Paint() {---}
public void SetText(string text) {...}

Here, class TextBox implements both 1Control and 1TextBox.

13.4.1 Explicit interface member implementations

For purposes of implementing interfaces, a class or struct may declare explicit interface member
implementations. An explicit interface member implementation is a method, property, event, or indexer
declaration that references a fully qualified interface member name. For example

nterface ICloneable

i
t object Clone();
}

nterface IComparable

int CompareTo(object other);

i
{
}
class ListEntry: ICloneable, IComparable
{

object ICloneable.Clone() {.---}

int IComparable.CompareTo(object other) {...}
}

Here, 1ICIoneable.Clone and I1Comparable.CompareTo are explicit interface member implementations.

It is not possible to access an explicit interface member implementation through its fully quaified namein a
method invocation, property access, or indexer access. An explicit interface member implementation can only
be accessed through an interface instance, and is in that case referenced smply by its member name.

It isan error for an explicit interface member implementation to include access modifiers, asisit an error to
include the abstract, virtual, override, or static modifiers.
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Explicit interface member implementations have different accessibility characteristics than other members.
Because explicit interface member implementations are never accessible through their fully qualified namein a
method invocation or a property access, they are in a sense private. However, since they can be accessed
through an interface instance, they arein a sense aso public.

Explicit interface member implementations serve two primary purposes:

Because explicit interface member implementations are not accessible through class or struct instances, they
alow interface implementations to be excluded from the public interface of a class or struct. Thisis
particularly useful when a class or struct implements an interna interface that is of no interest to a consumer
of the class or struct.

Explicit interface member implementations alow disambiguation of interface members with the same
signature. Without explicit interface member implementations it would be impossible for a class or struct to
have different implementations of interface members with the same signature and return type, as would it be
impossible for a class or struct to have any implementation at all of interface members with the same
signature but with different return types.

For an explicit interface member implementation to be valid, the class or struct must name an interface in its
base class list that contains a member whose fully qualified name, type, and parameter types exactly match those
of the explicit interface member implementation. Thus, in the following class

class Shape: ICloneable

{
object ICloneable.Clone() {...}

int IComparable.CompareTo(object other) {...}
}

the declaration of 1Comparable.CompareTo isinvalid because IComparable isnot listed in the base class
ligt of Shape and is not abase interface of 1Cloneable. Likewisg, in the declarations

class Shape: ICloneable

object ICloneable.Clone() {---}
}

class Ellipse: Shape
object ICloneable.Clone() {.--}

the declaration of 1Cloneable.Clone in Ellipse isin eror because 1Cloneable isnot explicitly listed in
the base class list of EN11ipse.

The fully qualified name of an interface member must reference the interface in which the member was
declared. Thus, in the declarations

nterface IControl

void Paint();

nterface ITextBox: I1Control

void SetText(string text);

lass TextBox: 1TextBox

void IControl.Paint() {.--}
void ITextBox.SetText(string text) {...}
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the explicit interface member implementation of Paint must be written as 1Control .Paint.

13.4.2 Interface mapping

A class or struct must provide implementations of al members of the interfaces that are listed in the base class
list of the class or struct. The process of locating implementations of interface members in an implementing
class or struct is known as interface mapping.

Interface mapping for a class or struct C locates an implementation for each member of each interface specified
in the base class list of C. The implementation of a particular interface member 1M, where 1 isthe interfacein
which the member M is declared, is determined by examining each class or struct S, starting with C and repeating
for each successive base class of C, until amatch islocated:

If S contains a declaration of an explicit interface member implementation that matches 1 and M, then this
member is the implementation of 1 .M.

Otherwise, if S contains a declaration of a non-static public member that matches M, then this member is the
implementation of 1 .M.

An error occurs if implementations cannot be located for all members of al interfaces specified in the base class
list of C. Note that the members of an interface include those members that are inherited from base interfaces.

For purposes of interface mapping, a class member A matches an interface member B when:
A and B are methods, and the name, type, and formal parameter lists of A and B are identical.

A and B are properties, the name and type of A and B areidentical, and A has the same accessorsas B (A is
permitted to have additional accessorsif it is not an explicit interface member implementation).

A and B are events, and the name and type of A and B are identical.

A and B are indexers, the type and formal parameter lists of A and B areidentical, and A has the same
accessors as B (A is permitted to have additional accessorsiif it is not an explicit interface member
implementation).

Notable implications of the interface mapping algorithm are:

Explicit interface member implementations take precedence over other members in the same class or struct
when determining the class or struct member that implements an interface member.

Private, protected, and static members do not participate in interface mapping.

In the example
interface ICloneable
{
object Clone();
}

class C: ICloneable

object ICloneable.Clone() {.---}

public object Clone() {}
}

the ICIoneable.Clone member of C becomes the implementation of Clone in 1Cloneable because explicit
interface member implementations take precedence over other members.

If aclass or struct implements two or more interfaces containing a member with the same name, type, and

parameter types, it is possible to map each of those interface members onto a single class or struct member. For
example
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nterface I1Control

i
{ _
void Paint();
}
interface IForm
{
void Paint();
}
class Page: IControl, IForm
public void Paint(Q) {...}
Here, the Paint methods of both 1Control and 1Form are mapped onto the Paint method in Page. It is of
course also possible to have separate explicit interface member implementations for the two methods.

If aclass or struct implements an interface that contains hidden members, then some members must necessarily
be implemented through explicit interface member implementations. For example

interface IBase

{
int P { get; }
3
interface IDerived: IBase
{

new int PQ;

An implementation of this interface would require at least one explicit interface member implementation, and
would take one of the following forms

class C: IDerived

int IBase.P { get {...} }

int IDerived.PQ) {---}
}

class C: IDerived

public int P { get {...} }
int IDerived.PQ {...}

class C: IDerived

int IBase.P { get {...} }
public int PO {...}

When a class implements multiple interfaces that have the same base interface, there can be only one
implementation of the base interface. In the example

interface IControl

void Paint();

}
interface ITextBox: IControl
{

void SetText(string text);
}
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interface IListBox: IControl

void Setltems(string[] items);
}

class ComboBox: IControl, ITextBox, IListBox

void IControl.Paint() {.--}
void ITextBox.SetText(string text) {...}
void IListBox.Setltems(string[] items) {...}

it is not possible to have separate implementations for the 1Control named in the base class list, the 1Control
inherited by 1TextBox, and the 1Control inherited by IListBox. Indeed, there is no notion of a separate
identity for these interfaces. Rather, the implementations of 1TextBox and 1ListBox share the same
implementation of 1Control, and ComboBox is simply considered to implement three interfaces, 1Control,
ITextBox, and IListBox.

The members of a base class participate in interface mapping. In the example

interface Interfacel

void FQ);

class Classl

public void FOQ {}

public void GO {}
b

class Class2: Classl, Interfacel

{
new public void GO {}

themethod F in Class1 isused in Class2's implementation of Interfacel.

13.4.3 Interface implementation inheritance
A class inherits dl interface implementations provided by its base classes.

Without explicitly re-implementing an interface, a derived class cannot in any way ater the interface mappings
it inherits from its base classes. For example, in the declarations

interface IControl

void Paint();
}

class Control: IControl

public void Paint(Q) {...}

class TextBox: Control
new public void Paint() {..-}
the Paint method in TextBox hides the Paint method in Control, but it does not ater the mapping of

Control .Paint onto IControl .Paint, and calsto Paint through class instances and interface instances
will have the following effects
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Control c = new Control();

TextBox t = new TextBox();

IControl ic = c;

IControl it = t;

c.Paint(); // invokes Control.Paint();
t.Paint(); // invokes TextBox.Paint();
ic.Paint(); // invokes Control.Paint();
it.Paint(); // invokes Control.Paint();

However, when an interface method is mapped onto a virtual method in aclass, it is possible for derived classes
to override the virtual method and ater the implementation of the interface. For example, rewriting the
declarations above to

interface I1Control

void Paint();
}

class Control: IControl

public virtual void Paint() {...}

class TextBox: Control

public override void Paint() {...}

the following effects will now be observed

Control c = new Control();

TextBox t = new TextBox();

IControl ic = c;

IControl it = t;

c.Paint(Q); // invokes Control.Paint();
t.-Paint(); // invokes TextBox.Paint();
ic.Paint(); // invokes Control.Paint();
it.Paint(); // invokes TextBox.Paint();

Since explicit interface member implementations cannot be declared virtual, it is not possible to override an
explicit interface member implementation. It is however perfectly valid for an explicit interface member

implementation to call another method, and that other method can be declared virtual to allow derived classesto
override it. For example

interface IControl

void Paint();
}

class Control: IControl

void IControl._Paint() { PaintControl(); }
protected virtual void PaintControl() {...}

class TextBox: Control

{

}

Here, classes derived from Control can specidize the implementation of 1Control .Paint by overriding the
PaintControl method.

protected override void PaintControl() {.-.}
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13.4.4 Interface re-implementation

A class that inherits an interface implementation is permitted to re-implement the interface by including it in the
base classlist.

A re-implementation of an interface follows exactly the same interface mapping rules as an initial
implementation of an interface. Thus, the inherited interface mapping has no effect whatsoever on the interface
mapping established for the re-implementation of the interface. For example, in the declarations

interface IControl

void Paint();
}

class Control: IControl

y void IControl.Paint() {...}

class MyControl: Control, IControl

public void Paint(Q) {}
}

the fact that Control maps 1Control .Paint onto Control . IControl .Paint doesn't affect the re-
implementation in MyControl, which maps 1Control .Paint onto MyControl .Paint.

Inherited public member declarations and inherited explicit interface member declarations participate in the
interface mapping process for re-implemented interfaces. For example

interface IMethods
{

void FQ);

void G(Q);

void HQO;

void 1Q);
}

class Base: IMethods

void IMethods.F() {}
void IMethods.GQ {}
public void HOQ {}
public void 1) {}

3
class Derived: Base, IMethods
{
public void FOQ {}
void IMethods.HQ {}
b

Here, the implementation of 1Methods in Derived maps the interface methods onto Derived.F,
Base. IMethods.G, Derived. IMethods.H, and Base . 1

When a class implements an interface, it implicitly also implements all of the interface’ s base interfaces.
Likewise, are-implementation of an interface is aso implicitly are-implementation of al of the interface’ s base
interfaces. For example

interface IBase

void FQ;
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interface IDerived: IBase

void GQO;

class C: IDerived

void IBase.FQ) {---}
void IDerived.G() {.--}

class D: C, IDerived

public void FO {---}

public void GQ {.---}
}

Here, the re-implementation of 1Derived also re-implements I1Base, mapping 1Base.F onto D.F.

13.4.5 Abstract classes and interfaces

Like anon-abstract class, an abstract class must provide implementations of all members of the interfaces that
are listed in the base class list of the class. However, an abstract class is permitted to map interface methods onto
abstract methods. For example

interface IMethods

void FQ;
void GQ);

}

abstract class C: IMethods

public abstract void FQ;
public abstract void G(Q);

}

Here, the implementation of IMethods maps F and G onto abstract methods, which must be overridden in non-
abstract classes that derive from C.

Note that explicit interface member implementations cannot be abstract, but explicit interface member
implementations are of course permitted to call abstract methods. For example

interface IMethods

t
void FQ;
void GQ);
abstract class C: IMethods
{
void IExample.FQ { FFQ: }
void IExample.GQ { GGQ; }
protected abstract void FF(Q);
protected abstract void GG();
}

Here, non-abstract classes that derive from C would be required to override FF and GG, thus providing the actual
implementation of IMethods.
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14. Enums

An enum type is a distinct type with named constants. Enum declarations may appear in the same places that
class declarations can occur.

The example
using System;
enum Color

Red,
Green,
Blue

}
declares an enum type named Color with membersRed, Green, and Blue.

14.1 Enum declarations

An enum declaration declares a new enum type. An enum declaration begins with the keyword enum, and
defines the name, accessibility, underlying type, and members of the enum.

enum-declaration:
attributes,y enum-modifiers,y enum identifier enum-base,,: enum-body ;o

enum-modifiers;
enum-modifier
enum-modifiers enum-modifier

enum-modifier:
new
public
protected
internal
private

enum-base:
integral-type

enum-body:
{ enum-member-declarationS,:  }
{ enumrmember-declarations , }

Each enum type has a corresponding integral type called the underlying type of the enum type. This underlying
type can represent al the enumerator values defined in the enumeration. An enum declaration may explicitly
declare an underlying type of byte, sbyte, short, ushort, int, uint, long or ulong. Notethat char
cannot be used as an underlying type. An enum declaration that does not explicitly declare an underlying type
has an underlying type of int.

The example
enum Color: long

Red,
Green,
Blue

}
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declares an enum with an underlying type of 1ong. A developer might choose to use an underlying type of
long, asin the example, to enable the use of values that are in the range of 1ong but not in the range of int, or
to preserve this option for the future.

14.2 Enum members

The body of an enum type declaration defines zero or more enum members, which are the named constants of
the enum type. No two enum members can have the same name. An enum declaration can not contain
declarations of methods, properties, events, operators, or types.

enum-member-declarations;
enum-member-declaration
enum-member-declarations , enum-member-declaration

enum-member -declaration:
attributes,, identifier
attributes,, identifier = constant-expression

Each enum member has an associated constant value. The type of this value is the underlying type for the
containing enum. The constant value for each enum member must be in the range of the underlying type for the
enum. The example

enum Color: uint
Red = -1
Green = -2,
Blue = -3
}
isin error because the constant values -1, -2, and —3 are not in the range of the underlying integral type uint.
Multiple enum members may share the same associated value. The example

enum Color

{
Red,
Green,
Blue,

Max = Blue,

}
shows an enum that has two enum members — Blue and Max — that have the same associated value.

The associated value of an enum member is assigned either implicitly or explicitly. If the declaration of the
enum member has a constant-expression initializer, the value of that constant expression, implicitly converted to
the underlying type of the enum, is the associated value of the enum member. If the declaration of the enum
member has no initializer, its associated value is set implicitly, as follows:

If the enum member is the first enum member declared in the enum type, its associated vaue is zero.

Otherwise, the associated value of the enum member is obtained by increasing the associated value of the
previous enum member by one. This increased value must be within the range of values that can be
represented by the underlying type.

The example

using System;
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enum Color

Red,
Green = 10,
Blue
}
class Test
{
static void Main(Q) {
Console_WriteLine(StringFromColor(Color.Red));
Console.WriteLine(StringFromColor(Color.Green));
Console._WriteLine(StringFromColor(Color.Blue));
static string StringFromColor(Color c) {
switch (c) {
case Color.Red:
return String.Format("'Red = {0}, (int) c);
case Color.Green:
return String.Format(*'Green = {0}, (int) c);
case Color.Blue:
return String.Format(""Blue = {0}", (int) c);
default:
return “Invalid color™;
}
}
}
prints out the enum member names and their associated values. The output is:
Red = 0O
Blue = 10

Green = 11
for the following reasons:

the enum member Red is automatically assigned the value zero (since it has no initializer and is the first
enum member);

the enum member Blue is explicitly given the value 10;

and the enum member Green is automatically assigned the value one greater than the member that textually
precedesit.

The associated value of an enum member may not, directly or indirectly, use the value of its own associated
enum member. Other than this circularity restriction, enum member initializers may freely refer to other enum
member initializers, regardless of their textua position. Within an enum member initializer, values of other
enum members are dways treated as having the type of their underlying type, so that casts are not necessary
when referring to other enum members.

The example

enum Circular

A =B
B
}

isinvalid because the declarations of A and B are circular. A depends on B explicitly, and B dependson A
implicitly.
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Enum members are named and scoped in a manner exactly analogous to fields within classes. The scope of an
enum member is the body of its containing enum type. Within that scope, enum members can be referred to by
their smple name. From al other code, the name of an enum member must be qualified with the name of its
enum type. Enum members do not have any declared accessibility—an enum member is accessible if its
containing enum type is accessible.

14.3 Enum values and operations

Each enum type defines a distinct type; an explicit enumeration conversion (86.2.2) is required to convert
between an enum type and an integral type, or between two enum types. The set of values that an enum type can
take on is not limited by its enum members. In particular, any value of the underlying type of an enum can be
cast to the enum type, and isa distinct valid value of that enum type.

Enum members have the type of their containing enum type (except within other enum member initializers: see
§14.2). The value of an enum member declared in enum type E with associated value v is (E)v.

The following operators can be used on values of enum types. ==, 1=, <, >, <=, >= (87.9.5), + (8§87.7.4),
- (87.7.5,7,&,] (87.10.2), ~ (87.6.4), ++, -- (87.5.9, 8§7.6.7), sizeof (§7.5.12).

Every enum type automatically derives from the class System.Enum. Thus, inherited methods and properties of
this class can be used on vaues of an enum type.
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15. Delegates

15.1 Delegate declarations

delegate-declaration:
attributes,, delegate-modifiersy: delegate result-type identifier ( formal-parameter-listyy
)

15.1.1 Delegate modifiers

delegate-modifiers:
delegate-modifier
delegate-modifiers delegate-modifier

delegate-modifier:
new
public
protected
internal
private
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16. Exceptions
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17. Attributes

Much of the C# language enables the programmer to specify declarative information about the entities defined
in the program. For example, the accessibility of amethod in a classis specified by decorating it with the
method-modifierspublic, protected, internal, and private.

C# enables programmers to invent new kinds of declarative information, to specify declarative information for
various program entities, and to retrieve attribute information in a run-time environment. For instance, a
framework might define aHe IpAttribute attribute that can be placed on program elements such as classes
and methods to provide a mapping from program elements to documentation for them.

New kinds of declarative information are defined through the declaration of attribute classes (817.1), which may
have positional and named parameters (817.1.2). Declarative information is specified a C# program using
attributes (817.2), and can be retrieved at run-time as attribute instances (§17.3).

17.1 Attribute classes

The declaration of an attribute class defines anew kind of attribute that can be placed on a declaration. A class
that derives from the abstract class System.Attribute, whether directly or indirectly, is an attribute class.

A declaration of an attribute class is subject to the following additiona restrictions:
A non-abstract attribute class must have public accessibility.
All of the types in which a non-abstract attribute class is nested must have public accessibility.
A non-abstract attribute class must have at least one public constructor.

Each of the formal parameter types for each of the public constructors of an attribute class must be an
attribute parameter type (§17.1.3).

By convention, attribute classes are named with a suffix of Attribute. Uses of an attribute may either include
or omit this suffix.

17.1.1 The AttributeUsage attribute

The AttributeUsage attribute is used to describe how an attribute class can be used.

The AttributeUsage attribute has a positional parameter named that enables an attribute class to specify the
kinds of declarations on which it can be used. The example

[AttributeUsage(AttributeTargets.Class | AttributeTargets. Interface)]
public class SimpleAttribute: System._Attribute
{

defines an attribute class named SimpleAttribute that can be placed on class-declarations and interface-
declarations. The example

[Simple] class Classl {.}
[Simple] interface Interfacel {.}

shows several uses of the Simple attribute. The attribute is defined with aclass named SimpleAttribute, but
uses of this attribute may omit the Attribute suffix, thus shortening the name to Simple. The example above
is semantically equivaent to the example

[SimpleAttribute] class Classl {.}
[SimpleAttribute] interface Interfacel {.}
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The AttributeUsage attribute hasan Al lowMul tiple named parameter that specifies whether the indicated
atribute can be specified more than once for a given entity. An attribute that can be specified more than once on
an entity is caled a multi-use attribute class An attribute that can be specified at most once on an entity is
caled a single-use attribute class

The example

[AttributeUsage(AttributeTargets.Class, AllowMultiple = true)]
public class AuthorAttribute: System._Attribute {
public AuthorAttribute(string value);

public string Value { get {.} }

defines a multi-use attribute class named AuthorAttribute. The example

[Author(*'Brian Kernighan'™), Author('Dennis Ritchie™)]
class Classl {.}

shows a class declaration with two uses of the Author attribute.

17.1.2 Positional and named parameters

Attribute classes can have positional parametersand named parameters Each public constructor for an attribute
class defines a valid sequence of positional parameters for the attribute class. Each non-static public read-write
field and property for an attribute class defines a named parameter for the attribute class.

The example

[AttributeUsage(AttributeTargets.Class]
public class HelpAttribute: System.Attribute

{
public HelpAttribute(string url) { // url is a positional parameter
}
public string Topic { // Topic is a named parameter
get {...}
set {...}
public string Url { get {.} }
}

defines an attribute class named He IpAttribute that has one positional parameter (string url) and one
named argument (string Topic). Theread-only Url property does not define a named parameter. It is non-
dtatic and public, but since it is read-only it does not define a named parameter.

The example

[HelpAttribute("http://www.mycompany.com/../Classl.htm'™)]
class Classl {

}

[HelpAttribute(""http://www.mycompany.com/../Misc.htm", Topic ="Class2")]
class Class2 {

}
shows several uses of the attribute.

17.1.3 Attribute parameter types

The types of positional and named parameters for an attribute class are limited to the attribute parameter types.
A typeisan attribute type if it is one of the following:
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One of the following types: bool, byte, char, double, float, int, long, short, string.
Thetypeobject.
The type System.Type.

An enum type provided that it has public accessibility and that the typesin which it is nested (if any) aso
have public accessibility.

An attribute class that defines a positiona or named parameter whose type is not an attribute parameter typeis
in error. The example

public class InvalidAttribute: System.Attribute

public InvalidAttribute(Classl ¢) {.} // error
}
public class Classl {
}

isin error because it defines an attribute class with a positiona parameter of type Class1, which is not an
attribute parameter type.

17.2 Attribute specification

An attribute is a piece of additiona declarative information that is specified for a declaration. Attributes can be
specified for type-declarations, class-member-declarations, interface-member-declarations, enum-member-
declarations, property-accessor-declarations and formal-parameter declarations.

Attributes are specified in attribute sections. Each attribute section is surrounded in square brackets, with
multiple attributes specified in a comma-separated lists. The order in which attributes are specified, and the
manner in which they are arranged in sectionsis not significant. The attribute specifications [A1[B], [B1[A].
[A, B],and [B, A] areequivaent.

attributes:
attribute-sections

attribute-sections:
attribute-section
attribute-sections  attribute-section

attribute-section:
[ attribute-list ]
[ attribute-list ]

attribute-list;
attribute
attribute-list , attribute

attribute:
attribute-name  attribute-arguments

attribute-name;
reserved-attribute-name
type-name

attribute-arguments:
( positional-argument-list )
( postional-argument-list , named-argument-list )
( named-argument-list )
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positional -argument-list:
positional -ar gument
positional-argument-list ,  positional-argument

positional -argument:
attribute-argument-expression

named-argument-list:
named-ar gument
named-argument-list ,  named-argument

named-argument:

identifier = attribute-argument-expression
attribute-ar gument-expression:

expression

An attribute consists of an attribute-name and an optiona list of positional and named arguments. The positional
arguments (if any) precede the named arguments. A positional argument consists of an attribute-argument-

expression; anamed argument consists of a name, followed by an equal sign, followed by an attribute-
argument-expression.

The attribute-name identifies either areserved attribute or an attribute class. If the form of attribute-name is
type-name then this name must refer to an attribute class. Otherwise, a compile-time error occurs. The example
class Classl {}
[Classl] class Class2 {} // Error

isin error because it attempts to use Class1, which is not an attribute class, as an attribute class.
It isan error to use a single-use attribute class more than once on the same entity. The example

[AttributeUsage(AttributeTargets.Class)]
public class HelpStringAttribute: System.Attribute

string value;

public HelpStringAttribute(string value) {
this.value = value;
}

public string Value { get {.} }
}

[HelpString('Description of Classl™)]
[HelpString("*Another description of Classl™)]
public class Classl {}

isin error because it attempts to use He I pString, which is a single-use attribute class, more than once on the
declaration of Class1.

An expression E isan attribute-argument-expression if al of the following statements are true:
The type of E isan attribute parameter type (817.1.3).
At compile-time, the value of E can be resolved to one of the following:
A constant value.
A System.Type Object.

A one-dimensiona array of attribute-argument-expressions.
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17.3 Attribute instances

An attribute instanceis an instance that represents an attribute at run-time. An attribute is defined with an
attribute, positional arguments, and named arguments. An attribute instance is an instance of the attribute class
that isinitialized with the positional and named arguments.

Retrieval of an attribute instance involves both compile-time and run-time processing, as described in the
following sections.

17.3.1 Compilation of an attribute

The compilation of an attribute with attribute class T, positional-argument-list P and named-argument-list N,
consists of the following steps:

Follow the compile-time processing steps for compiling an object-creation-expression of the form new
T(P). These steps either result in a compile-time error, or determine a constructor on T that can be invoked
at run-time. Call this constructor C.

If the constructor determined in the step above does not have public accessibility, then a compile-time error
occurs.

For each named-argument Arg in N:
Let Name be the identifier of the named-argument Arg.

Name must identify a non-static read-write public field or property on T. If T has no such field or
property, then a compile-time error occurs.

Keep the following information for run-time instantiation of the attribute instance: the attribute class T, the
constructor C on T, the positional-argument-list P and the named-argument-list N.

17.3.2 Run-time retrieval of an attribute instance

Compilation of an attribute yields an attribute class T, constructor C on T, positional-argument-list P and
named-argument-list N. Given this information, an attribute instance can be retrieved at run-time using the
following steps:

Follow the run-time processing steps for executing an obj ect-creation-expression of the form T(P), usng
the constructor C as determined at compile-time. These steps either result in an exception, or produce an
instance of T. Cdll thisinstance 0.

For each named-argument Arg in N, in order:

Let Name be the identifier of the named-argument Arg. If Name does not identify a non-static public
read-write field or property on 0, then an exception (TODO: which exception?) is thrown.

Let value bethe result of evaluating the attribute-argument-expression of Arg.
If Name identifiesafield on 0, then set thisfield to the value value.
Otherwise, Name identifies a property on 0. Set this property to the value value.

Theresult is 0, an instance of the attribute class T that has been initiaized with the positional-argument-
list P and the named-argument-list N.

17.4 Reserved attributes
A smal number of attributes affect the language in some way. These attributes include:
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System.AttributeUsageAttribute, which is used to describe the ways in which an attribute class can
be used.

System.ConditionalAttribute, which isused to define conditiona methods.

System.ObsoleteAttribute, whichis used to mark a member as obsolete.

17.4.1 The AttributeUsage attribute

The AttributeUsage attribute is used to describe the manner in which the attribute class can be used.

A classthat is decorated with the AttributeUsage attribute must derive from System.Attribute, ether
directly or indirectly. Otherwise, a compile-time error occurs.

[AttributeUsage(AttributeTargets.Class)]
public class AttributeUsageAttribute: System_Attribute

public AttributeUsageAttribute(AttributeTargets validon) {.}

public AttributeUsageAttribute(AttributeTargets validOn,
bool allowMultiple,
bool inherited) {.}

public bool AllowMultiple { virtual get {.} virtual set {.} }
public bool Inherited { virtual get {.} virtual set {.} }
public AttributeTargets ValidOn { virtual get {.} }

}
public enum AttributeTargets
{

Assembly = 0x0001,

Module = 0x0002,

Class = 0x0004,

Struct = 0x0008,

Enum = 0x0010,

Constructor = 0x0020,

Method = 0x0040,

Property = 0x0080,

Field = 0x0100,

Event = 0x0200,

Interface = 0x0400,

Parameter = 0x0800,

Delegate = 0x1000,

All = Assembly | Module | Class | Struct | Enum | Constructor |
Method | Property | Field | Event | Interface | Parameter |
Delegate,

ClassMembers = Class | Struct | Enum | Constructor | Method |

Property | Field | Event | Delegate | Interface,
}

17.4.2 The Conditional attribute

The Condi tional attribute enables the definition of conditional methods. The Conditional dttribute
indicates a condition in the form of a pre-processing identifier. Calls to a conditional method are either included
or omitted depending on whether this symbol is defined at the point of the call. If the symbol is defined, then the
method call isincluded if the symbal is undefined, then the call is omitted.

[AttributeUsage(AttributeTargets.Method, AllowMultiple = true)]
public class ConditionalAttribute: System.Attribute

public ConditionalAttribute(string conditionalSymbol) {.}
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public string ConditionalSymbol { get {.} }
}

A conditional method is subject to the following restrictions:

The conditional method must be a method in a class-declaration. A compile-time error occurs if the
Conditional attribute is specified on an interface method.

The conditional method must return have a return type of void.

The conditional method must not be marked with the override modifier. A conditional method may be
marked with the vi rtual modifier. Overrides of such amethod are implicitly conditional, and must not be
explicitly marked with a Conditional attribute.

The conditional method must not be an implementation of an interface method. Otherwise, a compile-time
error occurs.

Also, a compile-time error occurs if a conditional method is used in a delegate-creation-expression. The
example

#define DEBUG
class Classl

[Conditional ("'DEBUG™)]

public static void MO
Console._WriteLine("Executed Classl.M");

}

}

class Class?2

public static void Test() {
Class1.MQ;
}

}

declares Class1.M asaconditional method. Class2's Test method calls this method. Since the pre-processing
symbol DEBUG is defined, if Class2.Test iscaled, it will cal M. If the symbol DEBUG had not been defined,
then Class2.Test would not call Class1.M.

It isimportant to note that the inclusion or exclusion of acal to a conditional method is controlled by the pre-
processing identifiers at the point of the cal. In the example

// Begin classl.cs

class Classl

[Conditional ("'DEBUG™)]

public static void F(Q)
Console._WriteLine(Executed Classl.F");

}

}
// End classl.cs

// Begin class2.cs
#define DEBUG
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class Class2

public static void G {
Classl.FQ); // F is called
}

}
// End class2.cs

// Begin class3.cs
#undef DEBUG
class Class3

public static void H {
Classl.FQ); // F is not called

}
// End class3.cs

the classes Class2 and Class3 each contain calls to the conditional method Class1.F, which is conditional
based on the presence or absence of DEBUG. Since this symbol is defined in the context of Class2 but not
Class3, thecdl to F in Class2 is actualy made, while the call to Fin Class3 is omitted.

The use of conditional methods in an inheritance chain can be confusing. Calls made to a conditional method
through base, of the form base . M, are subject to the normal conditional method call rules. In the example

class Classl

[Conditional (""'DEBUG™)]

public virtual void MO {
Console.WriteLine("Classl.M executed");

}

}

class Class2: Classl

public override void MO {
Console.WriteLine("Class2.M executed™);
base.MQ); // base.M is not called!

}
#define DEBUG

class Class3

public static void Test() {
Class2 ¢ = new Class2();
c.-MO; // M is called

}

Class2 includes acall the M defined in its base class. This call is omitted because the base method is
conditional based on the presence of the symbol DEBUG, which is undefined. Thus, the method writes to the
consoleonly "Class2.M executed". Judicious use of pp-declarations can eliminate such problems.

17.4.3 The Obsolete attribute
The Obsolete attribute is used to mark program elements that should no longer be used.
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[AttributeUsage(AttributeTargets.All)]
public class ObsoleteAttribute: System.Attribute

public ObsoleteAttribute(string message) {.}
public string Message { get {.} }

y public bool IsError{ get {.} set {.} }
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18. Versioning
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19. Unsafe code

19.1 Unsafe code

19.2 Pointer types
poi nter -type:
unmanaged-type *
void *
unmanaged-type:
value-type
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20. Interoperability

20.1 Attributes
The attributes described in this chapter are used for creating .NET programs that interoperate with COM
programs.

20.1.1 The coMImport attribute

When placed on a class, the COMImport attribute marks the class as an externally implemented COM class.
Such a class declaration enables the use of a C# name to refer to a COM class.

[AttributeUsage(AttributeTargets.Class)]
public class COMImportAttribute: System.Attribute

public COMImportAttribute() {.}

A classthat is decorated with the COMImport attribute is subject to the following restrictions:

It must also be decorated with the Guid attribute, which specifiesthe CLSID for the COM class being
imported. A compile-time error occurs if a class declaration includes the COMImport attribute but failsto
include the Guid attribute.

It must not have any members. (A public constructor with no parameters is automatically provided.)

It must not derive from a class other than object.

The example

[COMImport, Guid(''00020810-0000-0000-C0O00-000000000046")]
class Worksheet {}

class Test

{
static void Main(Q) {
Worksheet w = new Worksheet(); // Creates an Excel worksheet

}
declares a class Worksheet as a class imported from COM that hasa CLSID of "00020810-0000-0000-
C000-000000000046". Instantiating a Worksheet instance causes a corresponding COM instantiation.

20.1.2 The COMSourcelnterfaces attribute
The COMSource Interfaces datribute is used to list the source interfaces on the imported coclass.

[AttributeUsage(AttributeTargets.Class)]
public class ComSourcelnterfacesAttribute: System.Attribute

public ComSourcelnterfacesAttribute(string value) {.}
public string Value { get {.} }

20.1.3 The comvisibility attribute
The COMVisibility attribute is used to specify whether or not aclass or interface isvisblein COM.
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[AttributeUsage(AttributeTargets.Class | AttributeTargets. Interface)]
public class COMVisibilityAttribute: System.Attribute

public COMVisibilityAttribute(System.Interop.ComVisibility value) {.}
public ComVisibilityAttribute Value { get {.} }

20.1.4 The Displd attribute

The Displd attribute is used to specify an OLE Automation DISPID. (A DISPID is an integral value that
identifies a member in a dispinterface.)

[AttributeUsage(AttributeTargets.Method | AttributeTargets.Field |
AttributeTargets.Property)]
public class DispldAttribute: System.Attribute

public DispldAttribute(int value) {.}
public int Value { get {.} }

20.1.5 The DIl Import attribute

The DI Import atribute is used to specify the dll location that contains the implementation of an extern
method.

[AttributeUsage(AttributeTargets.Method)]
public class DIllImportAttribute: System._Attribute

{
public DIlImportAttribute(string dlIName) {.}

public CallingConvention CallingConvention;
public CharSet CharSet;
public string DIIName { get {.} }
public string EntryPoint;
public bool ExactSpelling;
public bool SetLastError;
}
Specificaly, the DIl Import attribute has the following behaviors:

It can only be placed on method declarations.

It has a single positional parameter: adl IName parameter that specifies name of the dil in which the
imported method can be found.

It has four named parameters:

The Cal lingConvention parameter indicates the calling convention for the entry point. If no
CcallingConvention is specified, adefault of Cal lingConvention.WinAPI is used.

The CharSet parameter indicates the character set used in the entry point. If no CharSet is specified, a

default of CharSet.Auto isused.

The EntryPoint parameter gives the name of the entry point in the dll. If no EntryPoint is
specified, then the name of the method itself is used.

The ExactSpel ling parameter indicates whether EntryPoint must exactly match the spelling of the

indicated entry point. If no ExactSpelling is specified, a default of false isused.
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The SetLastError parameter indicates whether the method preserves the Win32 "last error”. If no
SetLastError isspecified, adefault of false isused.

It is asingle-use attribute class.
In addition, a method that is decorated with the D11 Import attribute must have the extern modifier.

20.1.6 The GlobalObject attribute
The presence of the GlobalObject attribute specifies that a classisa"globa" or "appobject” classin COM.

[AttributeUsage(AttributeTargets.Class)]
public class GlobalObjectAttribute: System.Attribute

public GlobalObjectAttribute() {.}

20.1.7 The Guid attribute

The Guid attribute is used to specify a globally unique identifier (GUID) for aclass or an interface. This
information is primarily useful for interoperability between the .NET runtime and COM.

[AttributeUsage(AttributeTargets.Class
| AttributeTargets. Interface
| AttributeTargets.Enum
| AttributeTargets.Delegate
| AttributeTargets.Struct)]
public class GuidAttribute: System._Attribute

public GuidAttribute(string uuid) {.}
public Guid Value { get {.} }

The format of the positional string argument is verified at compile-time. It is an error to specify astring
argument that is not a syntactically valid GUID.

20.1.8 The HasDefaultlnterface attribute
If present, the HasDefaultinterface atribute indicates that a class has a default interface.

[AttributeUsage(AttributeTargets.Class)]
public class HasDefaultlnterfaceAttribute: System.Attribute

public HasDefaultlnterfaceAttribute() {.}

20.1.9 The ImportedFromCOM attribute
The ImportedFromCOM attribute is used to specify that a module was imported from a COM type library.

[AttributeUsage(AttributeTargets.Module)]
public class ImportedFromCOMAttribute: System.Attribute

public ImportedFromCOMAttribute(string value) {.}
public string Value { get {..} }

}

20.1.10 The In and out attributes

The In and Out attributes are used to provide custom marshalling information for parameters. All combinations
of these marshalling attributes are permitted.
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[AttributeUsage(AttributeTargets.Parameter)]
public class InAttribute: System.Attribute

public InAttribute() {.}
}

[AttributeUsage(AttributeTargets.Parameter)]
public class OutAttribute: System._Attribute

public OutAttribute() {.}

If a parameter is not decorated with either marshalling attribute, then it is marshalled based on the its parameter -
modifiers, as follows. If the parameter has no modifiers then the marshaling is [1n]. If the parameter has the
ref modifier then the marshaling is [In, Out]. If the parameter has the out modifier then the marshdling is
[Out].

Note that out isakeyword, and Out is an attribute. The example

class Classl
void M([Out] out int i) {

}
}

shows that the use of out as a parameter-modifier and the use of Out in an attribute.

20.1.11 The InterfaceType attribute

When placed on an interface, the InterfaceType attribute specifies the manner in which the interface is
treated in COM.

[AttributeUsage(AttributeTargets. Interface)]
public class InterfaceTypeAttribute: System.Attribute

public InterfaceTypeAttribute(System. Interop.ComlnterfaceType value)
{3}
public System.Interop.ComlnterfaceType Value { get {.} }

20.1.12 The 1sCOMRegisterFunction attribute

The presence of the 1sCOMRegisterFunction attribute on a method indicates that the method should be
called during the COM registration process.

[AttributeUsage(AttributeTargets.Method)]
public class IsCOMRegisterFunctionAttribute: System.Attribute

public IsComRegisterFunctionAttribute() {.}
}

20.1.13 The Marshal attribute
The Marshal attribute is used to describe the marshalling format for afield, method, or parameter.

[AttributeUsage(AttributeTargets.Method |
AttributeTargets.Parameter |
AttributeTargets.Field)]

public class MarshalAttribute: System.Attribute

public MarshalAttribute(UnmanagedType type) {.}

public string Cookie;
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public Guid 11D;

public Type Marshaler;

public UnmanagedType NativeType { get {.} }
public int Size;

public UnmanagedType SubType;
}

The Marshal attribute has the following behaviors.
It can only be placed on field declarations, method declarations, and formal parameters.
It has asingle positional parameter of type UnmanagedType.
It has five named parameters.
The Cookie parameter gives a cookie that should be passed to the marshaer.
The 11D parameter givesthe Guid for NativeType. Interface types.
The Marshaler parameter specifies a marshaling class.

The Size parameter describes the size of afixed size array or string. (Issue: what value is returned for
other types?)

The SubType parameter describes the subsidiary type for NativeType.Ptr and
NativeType.FixedArray types.

It is asingle-use attribute class.

20.1.14 The Name attribute

The Name attribute is used to specify the property name that underlies an indexer in .NET. If no Name éttribute
is specified, then the property is named 1tem.

[AttributeUsage(AttributeTargets. Indexer)]
public class NameAttribute: System.Attribute

public NameAttribute(string value) {.}
public string Value { get {.} }

}
The identifier must be alegal C# identifier. Otherwise, a compile-time error occurs.

20.1.15 The NolDispatch attribute

The presence of the NoIDispatch attribute indicates that the class or interface should derive from 1Unknown
rather than 1Dispatch when exported to COM.

[AttributeUsage(AttributeTargets.Class | AttributeTargets. Interface)]
public class NolDispatchAttribute: System_Attribute

public NolDispatchAttribute(Q {.}
}

20.1.16 The NonSerialized attribute

The presence of the NonSerialized attribute on afield or property indicates that that field or property should
not be seridized.
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[AttributeUsage(AttributeTargets.Field | AttributeTargets.Property)]
public class NonSerializedAttribute: System.Attribute

public NonSerializedAttribute() {.}
}

20.1.17 The Predeclared attribute
The presence of the Predeclared attribute denotes a predeclared object imported from COM.

[AttributeUsage(Attribute(AttributeTargets.Class)]
public class PredeclaredAttribute: System.Attribute

public PredeclaredAttribute() {.}

20.1.18 The ReturnsHResul t attribute
The ReturnsHResul t atribute is used to mark a method as returning an HRESULT result in COM .

[AttributeUsage(AttributeTargets._.Method | AttributeTargets.Property)]
public class ReturnsHResultAttribute: System.Attribute
public ReturnsHResultAttribute(bool value) {.}

public bool Value { get {.} }
}

A method that is decorated with the ReturnsHResul t attribute must not have a body. Thus, the
ReturnsHResul t attribute may be placed on an interface method or on an extern class methods that have the
extern modifier. A compile-time error occursif any other method declaration includes the ReturnsHResul t
attribute.

The example

class interface Interfacel

[ReturnsHResult]
int M(int x, int y);
}

declares that the M method of Interfacel returns an HRESULT. The corresponding COM signature for M isa
method that takes three arguments (the two int argumentsx and y plus athird argument of type int* that is
used for the return value) and returns an HRESULT.

20.1.19 The Serializable attribute
The presence of the Serializable attribute on a classindicates that the class can be seridized..

[AttributeUsage(AttributeTargets.Class
| AttributeTargets.Delegate
| AttributeTargets.Enum
| AttributeTargets.Struct)]
public class SerializableAttribute: System.Attribute

public SerializableAttribute( {.}
}

20.1.20 The StructLayout attribute
The StructLayout attribute is used to specify the layout of fields for the struct.
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[AttributeUsage(AttributeTargets.Class | AttributeTargets.Struct)]
public class StructLayoutAttribute: System.Attribute

public StructLayoutAttribute(LayoutKind kind) {.}
public CharSet CharSet;
public int Pack;

public LayoutKind StructLayoutKind { get {.} }
}

The StructLayout attribute has the following behaviors:
It can only be placed struct declarations.
It has a positional parameter of type Layout.
It has three named parameters:

The CharSet named parameter indicates the default character set for containing char and string
types. The default isCharSet.Auto.

The Pack named parameter indicates the packing size, in bytes. The packing size must be a power of
two. The default packing sizeis 4.

It isasingle-use attribute class.

If LayoutKind.Explicit isspecified, then every field in the struct must have the StructOffset atribute.
If LayoutKind.Explicit isnot specified, then use of the StructOffset atribute is prohibited.

20.1.21 The StructOffset attribute
The StructOffset attribute is used to specify the layout of fields for the struct.

[AttributeUsage(AttributeTargets.Field)]
public class StructOffsetAttribute: System.Attribute

public StructOffsetAttribute(int offset) {.}
The StructOffset attribute may not be placed on afield declarations that is a member of a class.

20.1.22 The TypeLibFunc attribute
The TypeLibFunc attribute is used to specify typdlib flags, for interoperability with COM.

[AttributeUsage(AttributeTargets.Method)]
public class TypeLibFuncAttribute: System_Attribute

public TypelLibFuncAttribute(short value) {.}
public short Value { get {.} }

20.1.23 The TypeLibType attribute
The TypeLibType attribute is used to specify typelib flags, for interoperability with COM.

[AttributeUsage(AttributeTargets.Class | AttributeTargets. Interface)]
public class TypeLibTypeAttribute: System_Attribute

public TypeLibTypeAttribute(short value) {.}
public short Value { get {.} }
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20.1.24 The TypeLibVar attribute
The TypeLibVar atribute is used to specify typelib flags, for interoperability with COM.

[AttributeUsage(AttributeTargets.Field)]
public class TypelLibVarAttribute: System.Attribute

public TypeLibVarAttribute(short value) {.}

public short Value { get {.} }

20.2 Supporting enums

262

namespace System.Interop {
public enum CallingConvention

{
WinAPI = 1,
Cdecl = 2,
Stdcall =
Thiscall
Fastcall

3,
4,
5

}

public enum CharSet

{

None
Auto,
Ansi,
Unicode
}
public enum ComlnterfaceType
{
Dual = 0,
IUnknown = 1,
IDispatch = 2,
}
public enum COMVisibility
{
VisibilityDefault = O,
VisibilityOmitted = 1,

}

public enum LayoutKind

{

Sequential,
Union,
Explicit,

}
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public enum UnmanagedType

{
Bool = 0x2,
11 = 0x3,
Ul = 0x4,
12 = 0x5,
u2 = 0x6,
14 = 0Ox7,
ua = 0x8,
18 = 0x9,
us = Oxa,
R4 = Oxb,
R8 = 0Oxc,
BStr = 0x13,
LPStr = 0x14,
LPWStr = 0x15,
LPTStr = 0x16,
ByvValTStr = 0x17,
Struct = Ox1b,
Interface = Oxlc,
SafeArray = 0x1d,
ByValArray = Oxle,
Sysint = Ox1F,
SysulInt = 0x20,
VBByRefStr = 0x22,
AnsiBStr = 0x23,
TBStr = 0x24,
VariantBool = 0x25,
FunctionPtr = 0x26,
LPVoid = 0x27,
AsAny = 0x28,
RPrecise = 0x29,
LPArray = 0x2a,
LPStruct = 0x2b,
CustomMarshaller = 0x2c,
3
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